Stochastic calculus, homework 9, due Tuesday December 12th.

Below B is a standard Brownian motion, adapted with respect to a filtration
(F)e>0-

Exercise 1. We consider the stochastic differential equation dX; = aX,dt +
B8X;dB;, Xo = 1.
2
(i) Prove that X; = e(@=F)t+8B: is a solution.
(ii) Show that, for o > 0, X is a submartingale with respect to (F;)¢>0. For which
« is it a martingale?
Exercise 2. We consider the stochastic differential equation dX; = (b+ 8X;)d By,
Xo =z with « # —b/p.
(i) For any y # —b/8, we define h(y) = %log ‘ gigi
h(X;) satisfy?
(ii) What is the solution to the initial stochastic differential equation?
Exercise 3. We consider the stochastic differential equation dX; = a(b — X;)dt +
oV X dBy, Xg = x with > 0. Assume there exists a solution in the strongest

sense you want, and that this solution is as integrable as you want.
Calculate the expectation and variance of X;

. What equation does Y; =

Exercise 4. We consider the stochastic differential equation dX; = —a?X?2(1 —
Xt)dt + OéXt(l — Xt)dBt7 X() =z with z € (0, 1)

(i) Write a program to simulate a trajectory and show a sample plot.
(ii) Let Y; = X;/(1 — X;). What stochastic differential equation does Y satisfy?
(iii) Show that
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is a solution.
Exercise 5. Consider the general equation
dX: = (e(t) + d(t) Xe)dt + (e(t) + f(¢) Xt)dB:, Xo =0.

where ¢, d, e, f are deterministic. We try to find a solution of type X = X1 X ()
where

ax® =amyxPat + f)xMdp, xM =1,

AX® = a(t)dt + b(t)dB,, X¥ = X,
and a, b are stochastic processes to be chosen.

(i) Prove that Xt(l) = o F(9)dB:=3 [§ f()*dst [ d(s)ds ig 5 golution.
(ii) Identify necessary formulas for a and b.
(iii) Conclude a general formula for the solution of the initial equation.

Exercise 6. For a given Brownian motion B, let X be a solution of

dXt = O'(Xt)dBt + b(Xt)dt, XO =,
1



2

and X be a solution of
dX; = o™ (X,)dB; + ™ (X,)dt, Xo =z,

where all functions are Lipschitz with the same absolute constant independent of
n. Assume pointwise convergence of (™ to o, and of b(™ to b. Prove that for any
t>0,asn— oo,

E <sup | Xs — Xs(”)2> — 0.
[0,%]

Exercise 7. Let B! and B? be independent Brownian motions, defined on the
same probability space. Let

t
X, =P / e~ B:dB?, Z, = sinh B}.
0

Prove that both processes have the same distribution.



