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Order Statistics

Let Xi,...,X,, be independent and identically distributed continuous random
variables.

Let X(1) = smallest X;,..., X,
X(2y = the next smallest Xi,...,X,

X(n) = the largest Xi,...,X,
= X() < X(2) < ... < X(,) which is the order statistics of Xi,...,X,,.

What is the probability distribution function?
Xy < X(g) < ... £ X(n) take on the values X; < X5 < ... < X, if and only if:
1= A4

X, =X,

X, = X;, for some permutation (i1, iz, ...,4,) of (1,2,...,n).
So in the terms of X1,...,X,, :
P[:vl-l—§§X1§xil+§,...,xin— ]
= enfxlxg...xn (xi17 ,LL‘Z”)

= 6nf:m (xil)"'f%t (xi">

[\l
N

Now since there are n! permutations of (1,2, ...,n) we have that:

Ploy, —§ < X1 <z + 5, .,m, — 5§ < Xy <y, + 5] =nle” f21)... fzn,) =
feqy (X1,..., Xpn) = nlf(z1)...f(zn) for 1 < z9 < x3... <z, since it does
not matter which x; = x; etc.

Joint Distributions of Functions of Several Random Variables
Goal: Given joint probability distribution function f = f(x1,z2) for X1, Xo,

and if Y1 = g1(X1, X2),Y2 = g2(X7, X2) what is the probability distribution
function of Y7, Y5?



We need two assumptions:
1. The mapping (3!) — (gl(”l’“)) =(¥!) is uniquely invertible, with z; =

x
z2 g2(x1,22) Y2

ha(y1,y2), z2 = ha(y1, y2)

2. g1, g2 are continuously differential, and that:

o o dg1 0 dg1 0,
— |0z Oxg | — 091 dg2 _ 0g1 092
J(l‘l’ 31‘2) — | 992 992 | = Ozq Oxza Oxo Oz 7& 0.
811 612

Under these two assumptions we have that fu, 2, (h1(y1,y2), ha(y1,y2)) \J(hl(yl,yz)l,h2(y1,y2))\

The idea is: P[Y; < y1,Ys < yo] = Plgi(z1,22) < y1,02(x1,22) < yo] =

f fgl (z1,22)<y1,92(z1,22)<ly2 Ja1as (zl’ xQ)dIlde

Make the following change of variables: 1 = hi(y1,92), 22 = ha(y1,y2) =

f— f(h1,h2)
_lhia hag
dridzy = hor  hos dy1dys

If we insert back into the integral we obtain that the integrand is:
foras (h1, h2) 50505 = Frava (U1, 92).-

Zoom notes

Order Statistics

Let X1,...,X,, (has density f(x)) be independent and identically distributed con-
tinuous random variables.

Let Xl,XQ,Xg...
X <X, <X3 <...

X1 = min(Xl,...,Xn)
X5 = next smallest
=1x, X5, x, (T1,-.Tn) = nf(x1)f(z2)..f(z,) on the set 1 < z2 < 23 ... < 2,

Example:

X1,X0,X3 ~U(0,1)

x1 < X9 < x3 be the order statistics

f(x) =1onx €(0,1)

=fx, X, x5 (1,22,23) = 3! on the set 0 < 21 < 22 < 23 < L.
Check that this is indeed a probability density.

1 rx x
fff0<zl<lz<a:3<l 3!dX1 dl’g dxg = fO 0 3 02 3' d(El dl’g diEg
= [ [ 6a1 |32 day das
= foi Jo? 6ao dzo das
= [ 3a3 [¢° das



:f13z§d:173
= I3 ‘(lle

Ex: E[X;] = ffo fx" fi@ xy n! f(xy).. f(z,) dzy ... da,

oo J—00 oo

Functions of Several Random Variables

Change of Variables in multiple integrals: [ [ f(z,y)dzdy change to polar coordinates :

x =rcosf

y=rsinf

dxdy =Jdrdo
9z dz

= 3{/ 32 drdf
or 00

dxdy = (22 9y _ 9z 9y y grqp

= (cosb rcosh + rsind sinb) drdf

=(rcos*0 + rsin?0) drdf = rdrdf [ [ f(z,y)dzdy = [ [ f(rcosf,rsinf)rdrdd
If X1, X5 are continuous random variables with joint probability distribution
function f(z1,z2), and if:

|the mapping (have to be continuously differentiable and uniquely invertible)
Y1 =gi(z1,22) | 21 = gi(w1,22) = Y1

Y1 = ga(1,22) | 22 = g2(x1,22) = Y2

Then what is the joint probability distribution function of Y7, Y57

Start with the distribution function:

PY1 <y1,Ys < yo] = Plg1(X1, X2) < y1,92(X1, Xo) < Y3

= fff(Xl,wg)d.’Eldl‘Q

Change variables:

u=g1(x1,z2)

v = ga(w1,T2)

Defines ”some” region of integration:

g1(r1,22) <y1=u <y

912(z1,72) <y2 = v <y

991 9g1
01‘1 61'2
992  0g2
Bwl BZDQ
x1 = hi(u,v)

To = h2 (U, ’U)

dudv = = dzydzy (matrix=J)

= dzidzs = Sdudv
= [ [ fl (). ha(u, )] dudo = Fyy, (41, 92)

2
o Fy17y2

= fyl,Y2 (ylva) = 9y10ys
= flh(y1,92), ha(y1,y2)] 5




extra exercises

1. theoretical excerxise 6.32

2. theoretical excercise 6.36

let X(l) < X(g) <. < X(n) be the ordered values of n independent uni-
form (0,1) random varaibles. prove that for 1 <k <mn+1,

P{X(k) — X(k—l) > t} = (1 — t)n
where Xg) =0, X4y =1, and 0 <t <1

since the random variables are uniform distribution, meaning that f(x) =
1 1 1
=1

b—a — 1-0 1

Fly) = [y f(x)do = [} 1dz =y

for X () — X(x—1) > tit means that X () > ¢ which should also be true for
i >k and X(;_1) < 1 —¢ which should also be true for ¢ < k — 1, other
wise it’s impossible.

P(X(k) — X(kfl) > t) = P(CL’(l) <1- t,...,X(k,l) <1- t),X(k) >
ty ) > t)

=P(X <1-t)F1P(X > t)n-(=1)

_ (1 _ t)k71(1 _ t)nf(kfl)

_ (1 _ t)nf(krfl)Jr(kfl)

=(1-t"

if X and Y are independent standard normal random variable, determine
the joint density of function of
X

U=X V=
Y

then use your result to show that % has a Cauchy distribution

for normal vairable we have f(z) = ﬁe_(”_”)z/%z since X and Y

are standard normal variable, meaning that y =0,0 =1
sub that in we get

fx(ﬂc) = \/%6_932/2
fry) = %G_ﬁ/z

since we know X and Y are independent we get the joint probability den-
sity function:

2 2
fxy(@,y) = \/%76_% /2\/%76_1’ /2

_ L67m2/267y2/2
- 27
from U=X and Vz% we can get x = U and Y = %
use that we get

dx  dz
=8 &
ou ov
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v2
u —
—s = 0=-—-X
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v (s 0) = fy (s ufu)l |7 = e e (/2
v? e~ (1+1/v%)/2

[u[27

we can find the distribution of V by integrating the joint pdf of UV over
0)

folv f fov(u,v)du

= f \u|27r e~ (1+1/v)/2 gince f(-u)=f(u) for all u

— 9 [>® 22 e—u’(1+1/v%)/2

ugm
letw*u (1+1/v )/2 so that dw = u(1+1/v?)du we sub that in and get

2J5" e wrrm e
2fooo Wil/v?) ~Wdw

1+1/v2 fo e dw
= W(O +1)

= (1+1/v ;= u27r(12;42+1) thus X/Y is a cauchy distribution..




