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Numerical Analysis

Last class Power method for computiz eigenvalue of
matrices

only allows for the computation of the
eigenvalue with the largest absolute valve

Start with random Tro with two I
compute powers of A applied to Jo
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Hwi T.tl 0 1174 How do we accelerate this

convergence

Idea one Powermethod with shift
If a matrix It has eigenvalue Xi In then
A SI has eigenvalues Xi s
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Choose s to increase the convergence rule
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power method with shift allows fur computig
the most negative of themostpositive eigenvalue D2



How do we compute egininks in the middle

Iie if I 7 7 73 3 In In
their PowerMethod w shift can compute either 7 or Am

To compute 72 In i we need a different idea

Ideatwo Apply the powermethod to find the eigenvalues of
A SI This is called the Invernthodwinshif

If It has eigenvalue 7 then A has eigenvalue
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Furthermore A SIT has eigenvalue

If we choose s properly to mark large then the
Inverse PowerMethod with shift can converge very rapidly

Choosing s close to Ae causes to become very largeXi S
in absolute value while I for jtl remains bounded
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This scheme is of course much more expensive since

applying A require solving a linear system Nui vs 01h2
flops

thealyor.it The hard part is knowj
Set Tro to be random what to choose for s You
Sok

g
T'T style medestimatstrtheegin

Set it Tidy Both schemes only compute
one eigenvulodvector at a twin

Proceed as in the PowerMethod



JacobiisMethod

Cau we compute all eigenvalue and victors at the same time

II A mere diagonal then we immediately know the
eigenvalues Can we make A diagonal

Recall Similarity transform B M AM then B is

similar to A ice they have the same eigenvalues

Proof Look at their characteristic polynomials
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If M were chosen to be the matrix of eigenvector of A
then A MDM D M AM

Teijenvalus
Diagonalization of A

Ez Let A be a real symmetric 2 2 matrix

A baby Eigenvalue are real and it is diagonalized

by an orthogonal matrixV



All 2 2 orthogonal matrices can be parameterized as

L I L
2 2 rotation matrix

We want

AV Y f Write out components for 12,21 entries

of VTAV
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a cosy swig bsince t bcosy dcosysing 0

Next Find 9

Addeguat a d cosysing b cory sing O

a d sin24 t b cos24 0
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in C or Fortran use

q tzatan2 d a 2b

So we found 4 such that VTAV D L a



TheJacobi Method for an naar matrix

a

i
columnp columng

R y can be used to set the pg andapp elements of a

real symmetric matrix A to zero

RPgyTA RP g lean all rows and columns unchanged

except for vow olunn p and rowholumng
Thealyorithy
Set A A

Find pg element in A with maximum absolutevalve

compute an Eatin
afIhj

set A R gutta R 1 1
Continue this algorithm until all I alphg I L E p 1 9

Then A I'i y as k a matrix of
eigenvectors

and furthermore R Rte RH Rhew T Tn


