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Abstract

We study the APPROXCOLORING(q, ) problem: Given a graph G, decide whether x(G) <
g or x(G) > Q. We present hardness results for this problem for any constants 3 < ¢ < Q.
For ¢ > 4, our result is based on Khot’s 2-to-1 label cover, which is conjectured to be NP-
hard [Khot02]. For ¢ = 3, we base our hardness result on a certain ‘< shaped’ variant of his
conjecture. Previously no hardness result was known for ¢ = 3 and ) > 6. At the heart of our
proof are tight bounds on generalized noise-stability quantities, which extend the recent work
of Mossel et al. [MOOO05] and should have wider applicability.

1 Introduction

The approximate graph coloring problem, which we describe next, is one of a few classical opti-
mization problems whose approximability behavior is still quite mysterious, despite increasingly
complex techniques developed in the past 15 years. For an undirected graph G = (V, E), let x(G)
be its chromatic number, i.e., the smallest number of colors needed to color the vertices of G with-
out monochromatic edges. Then the approximate graph coloring problem is defined as follows.

APPROXCOLORING(q, Q) : Given a graph G, decide between x(G) < gand x(G) > Q.

This problem also has a natural search variant, which can be stated as follows: given a graph G
with x(G) < ¢, color G with less than @ colors. It is easy to see that the search variant is not
easier than the original decision variant, and hence for the purpose of showing hardness results it
is enough to consider the decision variant.

It is easy to solve the problem APPROXCOLORING(2, Q) for any ) > 3 in polynomial time as it
amounts to checking bipartiteness. The situation with APPROXCOLORING(3, )) is much more in-
teresting, as there is a huge gap between the value of ) for which an efficient algorithm is known
and that for which a hardness result exists. Indeed, until not long ago, the best known polynomial-
time algorithm was due to Blum and Karger [9], who solve the problem for () = O(n/™) colors,
where 7 is the number of vertices and the O notation hides poly-logarithmic factors (as is often
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the case, their algorithm actually solves the search variant). Their work continues a long line of
research [37, 8, 27] and is based on a semi-definite relaxation. Very recently, Arora et al. [2] were
able to improve this to Q@ = O(n%%7) colors, and the constant in the exponent can possibly be
reduced even further if certain geometric conjectures are proven. However, there is some indica-
tion that this line of work is limited by @ = nd for some fixed § > 0, see [17]. In contrast, the
strongest known hardness result shows that the problem is NP-hard for Q = 5 [28, 23]. Thus,
the problem is open for all 5 < @ < O(n%2%7). In this paper we prove a hardness result for any
constant (i.e., independent of n) value of ). As we shall explain later, our hardness result is based
on the conjectured NP-hardness of certain instances of the label cover problem due to Khot [30].
The situation with APPROXCOLORING(g, @) for small values g > 4 is similar. The best known
algorithm, due to Halperin et al. [24], solves APPROXCOLORING(q, @) for @ = O~(n°“1) where
0 < a4 < 1is some constant depending on ¢. For example, ay ~ 0.37. On the other hand, there

are several known NP-hardness results. One of the strongest is due to Khot [29], who improved

on an earlier result of Fiirer [20] by showing that for any large enough constant ¢ and @ = q102g5q ,

APPROXCOLORING(g, Q) is NP-hard. Notice that for any fixed ¢, Khot's result, as well as all other
known hardness results, apply only up to some fixed (). Our result holds for any @ > ¢ > 3.

Hardness Results. One of the most successful approaches to deriving hardness proofs, which is
also the one we shall take here, is by a reduction from a certain combinatorial problem known as
the label-cover problem [3]. The PCP theorem [5, 4] says that this problem is NP-hard. In the label-
cover problem, we are given an undirected graph and a number R. Each edge is associated with
a binary relation on {1,..., R} and we refer to it as a constraint. The goal is to label the vertices
with values from {1, ..., R} such that the number of satisfied constraints is maximized, where a
constraint is satisfied if the labels on the two incident vertices satisfy the relation associated with
it.

Without going into the details of the reduction (these details are described in Section 4), we
remark that for our reduction to work, the label-cover instances we use must have constraints of
a very specific form. For example, we might require all constraints to be bijections, i.e., a binary
relation in which any labelling of one vertex determines the other, and vice versa. We call this
special case the 1< 1-label-cover. The precise definition of this and other special cases will appear
later.

Unfortunately, these special cases of the label-cover problem are not known to be NP-hard.
Nevertheless, in his seminal work [30] Khot conjectured that such problems are in fact NP-hard,
although the tools necessary to prove this conjecture seem to be beyond our current reach. This
conjecture has since been heavily scrutinized [36, 13, 22, 14], and so far there is no evidence against
the conjecture. This issue is currently one of the central topics in theoretical computer science.

Khot's conjecture is known to imply many strong, and often tight, hardness results. Two exam-
ples are the NP-hardness of approximating the VERTEXCOVER problem to within factors below
2 [32], which is tight by a simple greedy algorithm, and the NP-hardness of approximating the
MAXCUT problem to within factors larger than roughly 0.878 [31], which is tight by the algorithm
of Goemans and Williamson [21]. Our result continues this line of work by showing that (variants
of) Khot’s conjecture imply strong hardness results for another fundamental problem - that of
approximate graph coloring. More specifically, we present three reductions, each from a different
special case of the label-cover problem. An exact description of the three reductions will be given
later. For now, we just state informally one implication of our reductions.

Theorem 1.1 (informal) If a certain special case of the label-cover problem is NP-hard, then for any @ >
3, APPROXCOLORING(3, Q) is NP-hard.



Bounds on Bilinear Forms

At the heart of our hardness results are certain bounds on bilinear forms describing the correlation
under noise between two functions f, g : [¢]" — R where [¢] := {1, ..., ¢}. Since we believe these
bounds might be useful elsewhere, we now describe them in some detail.

Let T be a symmetric Markov operator on [¢] (equivalently, 7" is the random walk on a regular
undirected weighted graph on vertex set [q] possibly with self-loops). We study the expectation
E.,[f(x)g(y)] where x € [¢]" is chosen uniformly and y € [¢]" is obtained from x by applying T’
to each coordinate independently. Using notation we introduce later, this expectation can also be
written as

(f,.T%"g) = Eu[f(z) - T*"g(2)]. (1)

We are interested in the case where T" and ¢ are fixed, and n tends to infinity. Our main technical
result provides tight bounds on the bilinear form (f, T®"g) for bounded functions f, g, in terms of
E|[f], E[g], and p, where p is the second largest eigenvalue in absolute value of T'.

To motivate this result, consider the following concrete example. Take ¢ = 2 and f : {0,1}" —
{0,1} satisfying E[f] = 1/2 (i.e., f is balanced). Fix some p € (0, 1), and let T}, be the operator that
flips each bit with probability (1 — p)/2,

Tp=p<[1) (1)>+(1—p)<

We would like to know how high the stability of a balanced Boolean function f can be, where
the stability of f (with parameter p) is defined as the probability that f(z) = f(y) where x is
chosen uniformly from {0,1}" and y is obtained from z by flipping each bit independently with
probability (1 — p)/2. It is easy to see that the stability of f can be written as

DO =D | =
INTEE ST

Prif(z) = f(y)] = 2Bay [ () ()] = 2(/. T, ) (2)
and hence an upper bound on the stability of a balanced Boolean function would follow from an
upper bound on (1).

If the function f depends on just one coordinate of its input, say f(z1,...,2z,) = z1, then its

stability is simply (1 + p)/2, and it can be shown that this is the highest possible for any balanced
function f. We consider such cases degenerate and instead study functions that do not depend
too strongly on any one coordinate of their input (this will be made precise soon). An example
of such a function is the majority function, whose value is 1 if and only if more than half of its
input bits are 1 (assume for simplicity n is odd). It can be shown that the stability of this function
approaches % + arcsin(p)/ as n goes to infinity. But is majority the most stable function among
those who do not depend too strongly on any one coordinate?

The results of [33] imply that the answer is essentially yes. In the work presented here we
generalize such stability statements to cases where 7' is a general reversible Markov operator (and
not just the specific operator defined above) and relax the assumptions on influences as discussed
later.

Functions with low influences. The notion of the influence of a variable on a function defined
in a product space [26] played a major role in recent developments in discrete mathematics, see
for example [34, 35, 19, 18, 11, 7, 12]. Consider the space [¢]" equipped with the uniform measure.
Then the influence of the i’th variable on the function f : [¢]” — R is defined by

Li(f) := E[Vary,[f(x)|z1,. .., Tiz1, Tit1, - - -, Tn)]-
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In recent years, starting with [7, 11], an effort has been made to study properties of functions all of
whose variables have low influences. In addition to a natural mathematical interest in functions
that do not depend strongly on any one coordinate, the study of such functions is essential for
proofs of hardness of approximation results, see for example [16, 30, 32, 31].

Main Technical Result. Our main technical result is a bound on (1) for bounded functions f, g
that have no common influential coordinate. The upper and lower bounds are stated in terms
of inner products of the form (F,, U,F)). where y denotes the standard Gaussian measure on R,
F,(s) = 15« is an indicator function where ¢ is chosen so that E, [F),] = 11, and U, is the Ornstein-
Uhlenbeck operator, U,G(z) = Ey[G(pz + /1 — p?y)]. These inner products can be written as
certain double integrals, and we mention the easy bound 0 < (F;, U,F,). < min(n,v) forall v,n
and p strictly between 0 and 1.

Theorem 1.2 Let T be some fixed symmetric Markov operator on a finite state space [q] whose second
largest eigenvalue in absolute value is p = r(T') < 1. Then for any € > 0 there exists a 6 > 0 such that if
fr9: (g™ — [0, 1] are two functions satisfying

min (Ii(f), Ii(g)) <6

for all i, then it holds that
(Fei), Up(1 = Fy_gjg)), — & < (f, T®"g) < (Fg(p), UpFglg) ., + e 3)
¥ ¥

Stated in the contrapositive, this theorem says that if for some two functions f, g, (1) deviates
from a certain range, then there must exist a coordinate ¢ that is influential in both functions. The
fact that we obtain a common influential coordinate is crucial in our applications, as well as in a
recent application of Theorem 1.2 to the characterization of independent sets in graph powers [15].
We remark that for any 7', the bounds in the theorem are essentially tight (see Appendix B).

Going back to our earlier example, consider a balanced function f : {0,1}" — {0,1} all of
whose influences are small. Applying the theorem with ¢ = 2 and 7),, and using (2), gives us
an upper bound of essentially 2(F} 5, U, pF0,5)7 on the stability of f. A straightforward calculation

shows that this value equals 1 + arcsin(p) /7, and hence we obtain as a special case of our main
theorem that asymptotically, the majority function is the most stable among all balanced functions
with low influences.

As mentioned before, this special case is not new to our work. It was originally presented as
a conjecture in the work of [31] on the computational hardness of the MAXCUT problem, and has
since been proven by Mossel et al [33], who refer to it as the “majority is stablest theorem”. For the
proof, [33] developed a very powerful invariance principle. This principle allows one to translate
questions on low-influence functions in the discrete setting (such as the above question on {0, 1}")
to corresponding questions in other spaces, and in particular Gaussian space. The advantage of
this is that one can then apply known (and powerful) results in Gaussian space (such as [10]).

Our proof of Theorem 1.2 also relies on this invariance principle, and can in fact be seen as an
extension of the techniques in [33]. Our theorem improves on the one from [33] in the following
two aspects:

e The analysis of [33] only considers a very particular noise operator known as the Beckner
operator. We extend this to more general noise operators that are given by an arbitrary
symmetric Markov operator. In the application to hardness of coloring we apply the result
to three different operators. We remark that our main theorem can be easily extended to
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reversible Markov operators, with the stationary distribution taking the place of the uniform
distribution.

e Perhaps more importantly, our Theorem 1.2 allows one to conclude about the existence of a
common influential coordinate. A more direct application of [33] only implies the existence
of an influential variable in one of the functions (in other words, one would have a max
instead of the min in the theorem). As mentioned above, this difference is crucial for our
application as well as to the recent results in [15].

Independent sets in graph powers

To demonstrate the usefulness of Theorem 1.2, let us consider a question in the study of inde-
pendent sets in graph powers. Let G = ([¢], ) be a regular, connected, non-bipartite graph on ¢
vertices. Consider the graph G™ on vertex set [¢]" in which vertices (z1,...,z,) and (y1,...,Yn)
are connected if and only if z; is connected to y; in G for all ¢ (this is known as the n-fold weak
product of G with itself). Let T be the symmetric Markov operator corresponding to one step in
arandom walk in G. It is easy to verify that the operator 72" corresponds to one step in G™.

Let f,g : [¢|" — {0,1} be two Boolean functions, and think of them as being the indicator
functions of two subsets of [g]". Then, the bilinear form in (1) gives the fraction of edges that are
spanned between these two subsets in the graph G". In particular, (f, 75" f) = 0 if and only if
f is the indicator function of an independent set in G". Using the lower bound in Theorem 1.2,
we obtain that for any x> 0 there exists a § > 0 such that any independent set of measure p
(i.e., E[f] = p) must have at least one coordinate with influence at least ¢. Less formally, this says
that any reasonably big independent set in graph powers must have some “structure” (namely, have an
influential coordinate). Our hardness result for approximate graph coloring uses Theorem 1.2 in a
similar fashion.

We remark that graph powers were studied in a similar context in [1], where a similar “struc-
ture” theorem was proved for the restricted case that the independent set has nearly maximal size.
Moreover, Theorem 1.2 was recently used in [15] to show that every independent set in a graph
power is contained (up to o(1)) in a nontrivial set described by a constant number of coordinates.

2 Preliminaries

2.1 Functions on the g-ary hypercube

Let [¢] denote the set {0, ...,g—1}. For an element x of [¢]™ write |z|, for the number of coordinates
k of z such that zj, = a and |z = }_ , |z[, for the number of nonzero coordinates.

In this paper we are interested in functions from [¢]" to R. We define an inner product on this
space by (f,g) = q% > . f(x)g(x). In our applications, we usually take ¢ to be some constant (say,
3) and n to be large.

Definition 2.1 Let f : [q]" — R be a function. The influence of the i'th variable on f, denoted I;(f) is
defined by
Il(f) = E[Varmi [f($)|x1, vy L1 Lj4 1y s l‘nH

where x1, . .., xy, are uniformly distributed.

Consider a sequence of vectors ag = 1, g, ..., aq—1 € R? forming an orthonormal basis of R?.
Equivalently, we can think of these vectors as functions from [¢] to R. These vectors can be used
to form an orthonormal basis of the space of functions from [¢]" to R, as follows.
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Definition 2.2 Let ag = 1, 1, . . ., g—1 be an orthonormal basis of RY. For x € [q]", write o, € RY" for
Oz @ Qpy @+ Q Oy, .
Equivalently, we can define o, as the function mapping y € [q]"™ to oy (Y1)aas (Y2) - - - sy, (Yn)-

Clearly, any function from [¢]" to R can be written as a linear combination of o, for z € [g]".
This leads to the following definition.

Definition 2.3 For a function f : [q]" — R, define f(c) = (f, an) and notice that f =3, f(az) .

The following standard claim relates the influences of a function to its decomposition. Notice
that the claim holds for any choice of orthonormal basis ay, . .., aq—1 as long as og = 1.

Claim 2.4 For any function f : [q]" — Randanyi € {1,...,n},

= Z fQ(aJ:)~

z:x;#0
Proof: Let us first fix the values of x1,...,x;—1,%11,...,%,. Then
Var,,[f] = Var,, {Zf(ay)ay} = Varxz.[ Z f(ay)ay},
Yy y:y; 70

where the last equality follows from the fact that if y; = 0 then «, is a constant function of z;. If
y; # 0, then the expected value of o, with respect to z; is zero. Therefore,

2
Var:l?i [ Z Jﬁ(ay)ay} - El‘z Z f(ay)ay - Eu Z f(Oéy)f(Oéz)OéyOéz
Yy 70 y:y; 70 y,21Y;#0,2;7#0
Thus,

LA =B | Y. flafledagaz| = > fley)fla)Baloyer] = D fay),

Y,2:yi7#0,2;7#0 Y,2:9:70,2; 70 Yy 70

as needed. [

We now define the notion of low-level influence.

Definition 2.5 Let f : [¢]" — R be a function, and let k < n. The low-level influence of the i'th variable
on f is defined by
=3 flew)
x:x; 70,z |<k

It is easy to see that for any function f,

SN =3 Ples Ix!<k2f2 az) = K| 13-

z:|z| <k

In particular, for any function f obtaining valuesin [0, 1], >, Ifk( f) < k. Moreover, let us mention
that Ifk is in fact independent of the particular choice of basis ag, a1, ..., a1 as long as oy = 1.
This follows by noting that I, fk is the squared length of the projection of f on the subspace spanned
by all a, with z; # 0, |z| < k, and that this subspace can be equivalently defined in terms of tensor
products of ag and ap-.

There is a natural equivalence between [¢]*" and [¢°]". As this equivalence is used often in this
paper, we introduce the following notation.



Definition 2.6 For any x € [g]*" we denote by T the element of [¢*]" given by
T = ((x1,22), ..., (T2n—1,%2)).
For any y € [q*]" we denote by y the element of [¢]*" given by
Y= (y1,1, Y1,2,Y2,1,Y2.25 - - -, Yn,1, yn,2)-

For a function f on [q)*" we denote by f the function on [¢]" defined by f(y) = f(y). Similarly, for a
function f on [¢*]" we denote by f the function on [q])*" defined by f(z) = f(T).

Claim 2.7 For any function f : [¢]*" — R, anyi € {1,...,n},andany k > 1,
() < 2 () + 525 ())-

Proof: Fix some basis o of [¢]?" as above and let az be the basis of [¢?]" defined by az(7) = . (y).
Then, it is easy to see that f(az) = f (). Hence,

_ ~2 N ~
= Y Tl Y P+ D Ploaw) = LA + L)
z:7;7#(0,0),|Z|<k z:xe;—17#0,|z|<2k 129 #0,|x| <2k
where we used that |z| < 2|Z|. |

For the following definition, recall that we say that a Markov operator T is symmetric if it is
reversible with respect to the uniform distribution, i.e., if the transition matrix representing 7" is
symmetric.

Definition 2.8 Let T be a symmetric Markov operator on [q]. Let 1 = X\g > Ay > Ao > -+ > A1 be the
eigenvalues of T. We define r(T') to be the second largest eigenvalue in absolute value, that is,

r(T) = max{|Ai], [Ag-1]}-

For T as above, we may define a Markov operator 7®" on [¢]" in the standard way. Note that

if T is symmetric then 7" is also symmetric and r(T®") = »(T'). If we choose ay, ..., aq—1 to be
an orthonormal set of eigenvectors for 7" with corresponding eigenvalues \g, ..., A\j—1 (S0 9 = 1),
we see that

T®n0‘x = (H(Héo)\fla) Oy
and hence

T f =3 (Mg ) flew).

holds for any function f : [¢]" — R.
We now describe two operators that we use in this paper. The first is the Beckner operator, 7.
Forany p € [—q%l, 1], it is defined by T),(z — z) = % +(1- %)p and T)(z — y) = %(1 — p) for any

x # yin[g]. It can be seen that T}, is a Markov operator as in Definition 2.8 with A\; = --- = A\j_1 = p
and hence r(7),) = |p|.
Another useful operator is the averaging operator, Ag. For a subset S C {1,...,n}, it acts on
functions on [¢]" by averaging over coordinates in .S, namely,
As(f) = Exglf].

Notice that the function Ag(f) is independent of the coordinates in S.



2.2 Functions in Gaussian space

We let v denote the standard Gaussian measure on R™ with density (27)~"/ 2¢-l212/2, We denote
by E, the expected value with respect to v and by (-, ), the inner product on L%*(R",v). Notice
that E,[f] = (f,1), where 1 is the constant 1 function. For p € [-1,1], we denote by U, the
Ornstein-Uhlenbeck operator, which acts on L*(R, ) by

Upf (@) = Byus [f(pz + V1= p2y).

Since for x,y ~ v we have that px + /1 — p?y is also distributed according to the standard Gaus-
sian distribution, E, (U, f(2)] = Ez~y[f(2)].

Finally, for 0 < pu < 1,1et F,, : R — {0, 1} denote the function F),(x) = 1, where ¢ is chosen
in such a way that E,[F),] = pi. One useful quantity that will appear later is (F;), U, F,), which by
definition can also be written as

(Fy, UpFl,>7 = Pr [z <sand pzx + /1 — p?y < ¢,
Ty~
where s and ¢ are such that F)(z) = 1,<s and F,(z) = 1, It is not difficult to see that for any
v,n > 0,and any p € [—1,1], it holds that (F, U,)FV>7 = (F,, UpFn>7 (say, since U, is self-adjoint)
and that

<F7’7 UpFT>7 < <F777 UpFV>,Y <7,

where 7 = min(n, v). Moreover, for all 7 > 0 and p > —1 it holds that

(Fy, UpFT>V > 0.

3 An Inequality for Noise Operators

The main analytic result of the paper, Theorem 3.1, is a generalization of the result of [33]. It
shows that if the inner product of two functions f and g under some noise operator deviates from
a certain range then there must exist an index ¢ such that the low-level influence of the ith variable
is large in both f and g. This range depends on the expected value of f and g, and on r(7T'). Note
in particular that Theorem 3.1 implies Theorem 1.2.

Theorem 3.1 Let g be a fixed integer and let T' be a symmetric Markov operator on [q] such that p =
r(T') < 1. Then for any € > 0 there exist 6 > 0 and k € N such that if f, g : [q]" — [0, 1] are two functions
satisfying
min (I7*(f),I7*(g)) < 0

for all i, then it holds that

<f, T®n9> > <Fua Up(l - Flfu)>,y — £ (4)
and

(f,T%"g) < (Fu, UpFy), +¢ ()

where i = E[f], v = E[g].
Note that (4) follows from (5). Indeed, apply (5) to 1 — g to obtain

(£, TE"(1 = g)) < (Fu, U,Fyy)., +¢



and then use

(LT (1= g)) = {f,1) = (£, T%"g) = p = (f, T?"g) = (F, Upl) , — (f. T*"g).

From now on we focus on proving (5).

Following the approach of [33], the proof consists of two powerful techniques. The first is
an inequality by Christer Borell [10] on continuous Gaussian space. The second is an invariance
principle shown in [33] that allows us to translate our discrete question to the continuous Gaussian
space.

Definition 3.2 (Gaussian analogue of an operator) Let T" be an operator as in Definition 2.8. We de-
fine its Gaussian analogue as the operator T on L?(RI~1, ~) given by

T:U)\1®U>\2®"'®U>\q,1-

For example, the Gaussian analogue of T}, is U, p® (4=1) We need the following powerful theorem by
Borell [10]. It says that the functions that maximize the inner product under the operator U, are
the indicator functions of half-spaces.

Theorem 3.3 (Borell [10]) Let f,g : R™ — [0, 1] be two functions and let p = E,[f],v = E,[g]. Then
<fa va?ng>,y S <FM7 UpFI/>ry'

The above theorem only applies to the Ornstein-Uhlenbeck operator. In the following corollary
we derive a similar statement for more general operators. The proof follows by writing a general
operator as a product of the Ornstein-Uhlenbeck operator and some other operator.

Corollary 3.4 Let f,g: R=D" — (0, 1] be two functions and define u = E,[f], v = E,[g]. Let T be an
operator as in Definition 2.8 and let p = r(T'). Then

<f7 T®n9>’y < <F;u UpFV>'y-
Proof: For1 <i <gq—1,letd; = \i/p. Note that |§;| < 1 for all i. Let S be the operator defined by
S=Us5 @Us, ®@---@Us,_,.

Then, -
USUNS =UUs, @ @UUs,_, = Upsy @+ @Ups,_, =T

(this is often called the semi-group property). It follows that T®" = U’ (e=Dngon  Gince §9" is an
averaging operator, the function S¥"g obtains values in [0, 1] and satisfies E, [S®"g] = E,[g]. Thus
the claim follows by applying Theorem 3.3 to the functions f and S“"g. =

Definition 3.5 (Real analogue of a function) Let f : [¢|" — R be a function with decomposition
F=> flow)a.

Consider the (q — 1)n variables z{,...,z) y,...,27,..., 2z} and let T, = [T 20 25, We define the

ZT;®

real analogue of f to be the function f : R™9~1) — R given by

f = Z f(a:c)rcc'



Claim 3.6 For any two functions f, g : [q]" — R and operator T on [q]",

(f,9) = (F,9)
(f,T%"g) = (f, T%"G),
where f, G denote the real analogues of f, g respectively and T denotes the Gaussian analogue of T'.

Proof: Both o, and I'; form an orthonormal set of functions hence both sides of the first equality
are R
> flaw)dla

For the second claim, notice that for every z, o, is an eigenvector of 7" and I';, is an eigenvector
of T%" and both correspond to the eigenvalue H#O/\Lx"‘. Hence, both sides of the second equality

are
> (o) flaw)glen),

xT

Definition 3.7 For any function f with range R, define the function chop(f) as

fz) if f(z) €[0,1]
chop(f)(x) =< 0 if f(z)<0

1 if fla) > 1
The following theorem is proven in [33]. It shows that under certain conditions, if a function f
obtains values in [0, 1] then f and chop(f) are close. Its proof is non-trivial and builds on the main
technical result of [33], a result that is known as an invariance principle. In essence, it shows that
the distribution of values obtained by f and that of values obtained by f are close. In particular,
since f never deviates from [0,1], it implies that f rarely deviates from [0, 1] and hence f and
chop(f) are close. See [33] for more details.

Theorem 3.8 ([33, Theorem 3.20]) There exists a function dyroo(n, €) such that foranyn < lande > 0
the following holds. For any function f : [q]" — [0, 1] such that

vd Y |f(ax)?<n® and Vi Li(f) < dmoo(ne),
z:|z|>d

it holds that ) )
| f — chop(f)2 <e.

We are now ready to prove the first step in the proof of Theorem 3.1. It is here that we use the
invariance principle and Borell’s inequality.

Lemma 3.9 Let q be a fixed integer and let T' be a symmetric Markov operator on [q| such that p = r(T) <
1. Then for any € > 0, n < 1, there exists a § > 0 such that for any functions f, g : [q|" — [0, 1] satisfying

and
vd Y (flea)P <, vd Y (9(ea)? < 0

z:|z|>d z:|z|>d
it holds that

where = E[f], v = E[g].
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Proof: Let ;i = E,[chop(f)] and v/ = E,[chop(j)]. We note that (F),,U,F, ), is a uniformly contin-
uous function of 1 and v. Let ¢; be chosen such thatif |u — p/| < e and lv — V'] < e then it holds
that

[(Fy UpFy )y = (B, UpFur)y| < /2.

Let 2 = min(e/4, 1) and let 6 = dpr00(7, €2) be the value given by Theorem 3.8. Then, using the
Cauchy-Schwartz inequality,

|1’ — | = |, [chop(f) — fI| = |{chop(f) — f,1),| < [[chop(f) — fll2 < e2 < &1
Similarly, we have |/ — v| < ;. Now,
(f,T%"g) = (f,T%"§), (Claim 3.6)
= (chop(f), T*"chop(§)),+
(chop(f), T%"(§ — chop(g)))~ + (f — chop(f), T*"3),
(chop(f), T®"chop(§))~ + 2&2

<
< (F, UpFyr)y + 269 (Corollary 3.4)
<(Fu,U,F))y+€/2+ 260 < (F,,UpyF, )y +¢

where the first inequality follows from the Cauchy-Schwartz inequality together with the fact that
chop(f) and g have Ly norm at most 1 and that 7®" is a contraction on Ls. ]

We complete the proof of Theorem 3.1 by proving:

Lemma 3.10 Let g be a fixed integer and let T' be a symmetric Markov operator on [q| such that p =
r(T) < 1. Then for any € > 0, there exists a § > 0 and an integer k such that if f, g : [¢|" — [0, 1] satisfy

Vi min (I=F(f), I7F(g)) <0 (6)

’

then
(f,T%"g) < (F,UpF), +e )

where p = E[f], v = E[g].

Proof: Let fi = 17" f and g1 = T"g where < 1 is chosen so that p/(1 — n*) < ¢/4 for all j.
Then

(1, T g1) = (£, T"g) | = | Z Flaw)gaw) TT M (1 =)

a#0
< Zplml 2\x\

)|f(az)g(a
where the last inequality follows from the Cauchy-Schwartz inequality. Thus, in order to prove (7)
it suffices to prove

2)| <e/4

(f1,T%"q1) < (F,, U,F,), + 3¢/4. 8)

Let 6(¢/4, n) be the value given by Lemma 3.9 plugging in /4 for . Let ¢’ = §(¢/4,n)/2. Let k
be chosen so that n** < min(¢’,¢/4). Define C = k/§' and § = (¢/8C)? < &' . Let

By ={i: I7*(f) 28"}, By={i:I7*(g) >4}
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We note that By and B, are of size at most C = k/¢’. By (6), we have that whenever i € By,
Ifk(g) < 0. Similarly, for every i € B, we have Ifk( f) < 6. Inparticular, By and B, are disjoint.
Recall the averaging operator A. We now let

f2 = ABf (fl) = Z f(a:r)axn‘zla

:D:zBfZO

92 = Ap,(g1) = Z g(ag)azn®l,

z:ngz()

Clearly, E[f2] = E[f] and E[¢g2] = E[g|, and for all z, fa(x), g2(z) € [0,1]. It is easy to see that
Ii(f2) = 0ifi € By and I;(f2) < Ifk(f) + n?* < 24’ otherwise and similarly for go. Thus, for any
i, max (I;(f2), Li(g2)) < 26". We also see that forany d, 3, >4 | fa(az)|? < n? and the same for gs.
Thus, we can apply Lemma 3.9 to obtain that

(f2, T®"g2) < (F, Upky), +e/4.
In order to show (8) and complete the proof, we show that

[(f1, T 1) — (f2, T®"g2)| < /2.

This follows by

T = (12 T%) = | S flew)glaw) [T b

z:xBfuBgyéO a#0

< 3 |flengtan)| + 34

:|z| >k

<e/a Y Y {|faniten)

iEBfUBg
<e/ar S VI
i€BfUBy
<e/4+Vi(|By|+|Byl)
<e/4+20V0 =¢/2,

Few)i(en)| 25,08, # 0.|e] < k}

:xi#O,mgk}

where the next-to-last inequality holds because for each i € By U B, one of Iigk (f), Iigk (g) is at

most 0 and the other is at most 1. ]

The final theorem of this section is needed only for the APPROXCOLORING(3, ) result. Here,
the operator T acts on [¢°] and is assumed to have an additional property. Before proceeding, it is
helpful to recall Definition 2.6.

Theorem 3.11 Let q be a fixed integer and let T be a symmetric Markov operator on [¢%] such that p =
r(T") < 1. Suppose moreover, that T' has the following property. Given (x1,x2) chosen uniformly at
random and (y1, y2) chosen according to T applied to (1, x2) we have that (x2, y2) is distributed uniformly
at random. Then for any € > 0, there exists a 6 > 0 and an integer k such that for any functions f,g :
[q]*" — [0,1] satisfying that fori=1,...,n

min (I5;* (), 1571 (9)) <6, min (I5*,(f), I5(9)) < 6, and  min (I5(f), I5%1(9)) <6

12



it holds that

<?7 T®n§> > (F, Up(1 — Fl—u)>7 — £ )

and _
<fu T®n§> < <F/A7 UpFV>7 +e€ (10)

where = E[f], v = E[g].

Proof: As in Theorem 3.1, (9) follows from (10) so it is enough to prove (10). Assume first that in
addition to the three conditions above we also have that foralli =1,...,n,

min (I5:*(f), I (9)) < 6. (11)

Then it follows that for all ¢, either both 1. 2%51 (f)and Izglk( f) are smaller than § or both I;lli 1(g) and
I ik( g) are smaller than ¢. Hence, by Claim 2.7, we know that for all i we have

min (Iigk/Q(?) ng/z@)) <20

it}

and the result then follows from Lemma 3.10. However, we do not have this extra condition and
hence we have to deal with ‘bad’ coordinates ¢ for which min(/. %k( H, I %k(g)) > 4. Notice that for
such i it must be the case that both I5* (f) and I3, () are smaller than 4. Informally, the proof
proceeds as follows. We first define functions f1, g1 that are obtained from f, g by adding a small
amount of noise. We then obtain f3, g» from fi, g1 by averaging the coordinates 2i — 1 for bad i.
Finally, we obtain f3, g3 from f>, g2 by averaging the coordinate 2i for bad i. The point here is to
maintain (f, T7°"g) ~ (f1, T"g,) ~ (f4, T®"gy) ~ (f5, T®"gs3). The condition in Equation 11 now
applies to f3, g3 and we can apply Lemma 3.10, as described above. We now describe the proof in
more detail.

We first define f; = T f and g1 = T;°"g where 1) < 1 is chosen so that p/(1 — n*) < /4 for
all j. As in the previous lemma it is easy to see that

(1, T"g1) — (f, T%"g)| < /4
and thus it suffices to prove that
(f1, T%"g1) < (F,,, U, Fy) + 3¢/4.

Let 0(¢/2,7),k(¢/2,7n) be the values given by Lemma 3.10 with ¢ taken to be £/2. Let ¢’ =
§(g/2,m)/2. Choose a large enough k so that 128kn* < €25’ and k/2 > k(e/2,n). We let C = k/§'
and § = £2/128C. Notice that § < ¢’ and * < §. Finally, let

B={i| G5 =015 > 6}

We note that B is of size at most C. We also note that if i € B then we have I%lil( f) < 6 and

I;lfl(g) < J. We claim that this implies that Io;—1(f1) < ¢ + n* < 26 and similarly for g. To see

that, take any orthonormal basis 5y = 1, 51, . . ., B4—1 of R? and notice that we can write
fr="> [B)n™Be.
z€[q]*™

Hence,

Lia(f)= Y, B <s+n® > f(B) <+

z [4]271 = [q]Zn
ZToi—1 # 0 lz| > k
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where we used that the number of nonzero elements in T is at least half of that in z.
Next, we define fo = Asp_1(f1) and g2 = Azp—1(g1) where A is the averaging operator and
2B — 1 denotes the set {2i — 1| i € B}. Note that

12 = fill3 = [lf2 = fall3 < ZIQi—l(fl) < 2C0.
ieB
and similarly,
152 — 7113 = llg2 — a1]|3 < 2C4.
Thus

|<Ea T®n971> - <Ea T®n972>‘ < |<E7 T®nﬁ> - <ﬁ7 T®n@>| + ’<ﬁ> T®nﬁ> - <E? T®n972>|
< 2V2C6 =¢/4

where the last inequality follows from the Cauchy-Schwartz inequality together with the fact that
| f1ll; < 1and also | T%"g3]|, < 1. Hence, it suffices to prove

<E7 T®nﬁ> < <F,u7 []pF‘z/>,y + 5/2-

We now define f; = Asp(f2) and g3 = Aap(ge). Equivalently, we have f3 = Ap(f1) and
73 = Ap(71). We show that (fo, T%"q5) = (f3, T%"g3). Let ay, = € [¢*]", be an orthonormal basis
of eigenvectors of T7®". Then

FTm = Y Tl an T%,). 12)

$,y€[q2]n,ﬂf3:y5:0

Moreover, since A is a linear operator and f; can be written as er[ 22 J1(az)ag and similarly for
g1, we have

(P Tg) = > Filow)giy) (Aap_1(0e), T Aap_1(ay)- (13)

z,y€lg?n

First, notice that when zp = 0, A2p_1(a) = a, since o, does not depend on coordinates in B.
Hence, in order to show that the expressions in (12) and (13) are equal, it suffices to show that

(A2p-1(aw), T*" Azp—1()) = 0

unless xp = yp = 0. So assume without loss of generality that ¢ € B is such that x; # 0. The above
inner product can be equivalently written as

E. e [A2p-1(0w)(2) - A2p-1(ay)(2")]

where z is chosen uniformly at random and 2’ is chosen according to 7" applied to z. Fix some
arbitrary values to z1,..., 21, %i41,..., Zznand 21,...,2_1, %1, - -, 2, and let us show that

E. 2eilA28-1(az)(2) - A2p-1(ay)(2')] = 0.

Since i € B, the two expressions inside the expectation do not depend on z;; and 2}, (where
by z;1 we mean the first coordinate of z;). Moreover, by our assumption on 7', z;» and 2, , are
independent. Hence, the above expectation is equal to

E. cig[A28-1(02)(2)] - Eregr[A2p-1(ay) ()]
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Since z; # 0, the first expectation is zero. This establishes that (f2, T®"g3) = (f3, T*"g3).
The functions f3, g3 satisfy the property that for every i = 1,...,n, either both I%El( f3) and
I;ik(fs) are smaller than ¢’ or both I%ﬁl (g3) and I%k(gs) are smaller than ¢’. By Claim 2.7, we get

that fori = 1,...,n, either Ifk/ *(f3) or Ifk/ ?(g3) is smaller 25’. We can now apply Lemma 3.10 to
obtain o
(f5, T"g3) < (F,, U,Fy)., +¢/2.

4 Approximate Coloring

As mentioned in the introduction, one of the most successful approaches to deriving hardness
proofs, which is also the one we shall take here, is by a reduction from a combinatorial problem
known as the label-cover problem. To recall, in the label-cover problem we are given an undirected
graph together with a constraint (i.e., a binary relation on {1, ..., R}) for each edge. The goal
is to label the vertices with values from {1,..., R} such that the number of satisfied constraints
is maximized, where a constraint is satisfied if the labels on the two incident vertices satisfy the
relation associated with it. It is known that in this problem (as well as in many of its variants),
it is NP-hard to tell whether there exists a way to label the vertices such that all constraints are
satisfied, or whether any labeling satisfies at most, say, 0.01 fraction of the constraints.

Our reduction follows the general paradigm of [6, 25]. Each vertex of the label-cover instance
is replaced with a block of vertices, often known as a gadget. In our case, the gadget is simply a
set of ¢t vertices, and we think of them as corresponding to elements of [¢]¥. We then add edges
between these gadgets in a way that “encodes” the label-cover constraints. For the reduction to
work, we need to have two properties. First, if the label-cover is satisfiable, then the resulting
graph is g-colorable (this is known as the completeness part). This property would follow imme-
diately from our construction. The more difficult part is to show that if there is no way to satisfy
more than 0.01 fraction of the constraints in the label-cover instance, then the resulting graph has
chromatic number at least @ (this is known as the soundness part). The way this is shown is by
assuming towards contradiction that there exists a coloring with less than ) colors, and then “de-
coding” it into a labeling of the label-cover instance that satisfies more than 0.01 of the constraints.
It is this part that is usually the most difficult to establish. In our case, we will apply Theorem 1.2
to detect influential coordinates in each block based on the coloring given to it.

The above outline hides one very important fact: for our reduction to work, the label-cover
instances we use must have constraints of a very specific form. For example, we might require all
constraints to be bijections, i.e., a binary relation in which any labelling of one vertex determines
the other, and vice versa. We call this special case 1« 1-Iabel-cover. We will also consider two other
restrictions of the label-cover problem, which we call the 2<2-label-cover and the ><-label-cover
(read: alpha-label-cover). The precise definitions of these problems will appear later.

As already discussed in the introduction, these special cases of the label-cover problem are
not known to be NP-hard. Nevertheless, Khot’s “unique games conjecture” [30] asserts that such
problems are in fact NP-hard. The conjecture has been heavily scrutinized [36, 13, 22, 14], and so
far there is no evidence against the conjecture.

Our Hardness Results: We now describe our hardness results in more detail. In addition to
APPROXCOLORING(g, @), we consider the following computational problem, defined for any ¢ >
0.
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ALMOST3COLORING.: Given a graph G = (V, E), decide between

e There existsaset V! C V, [V/| > (1 — ¢) |V| such that x(G|y/) < 3 where G|y~ is the graph
induced by V.

e Every independent set S C V in G has size |S| < ¢|V/|.

Observe that these two items are mutually exclusive for e < 1/4.

We consider three conjectures: the 1<»1 conjecture, the 2<-2 conjecture, and the >< conjecture.
Roughly speaking, each conjecture says that in the corresponding label-cover instances it is NP-
hard to distinguish between completely satisfiable instances, and instances that are almost com-
pletely unsatisfiable. The only exception is the 1<-1 conjecture: it is easy to see that checking if a
1+<1-label-cover is completely satisfiable can be done in polynomial time. Hence the 1+-1 conjecture
says that it is NP-hard to distinguish between almost completely satisfiable and almost completely
unsatisfiable. This drawback of the 1<-1 conjecture, often known as ‘imperfect completeness’, pre-
vents us from using it for proving the hardness of the approximate coloring problem. Instead, we
use it to show hardness of the (somewhat harder) problem ALMOST3COLORING.

We present three reductions, each from a different special case of the label-cover problem.
These reductions yield the following.

e Forany constante > 0, the 11 conjecture implies the NP-hardness of ALMOST3COLORINGe..

e For any constant > 4, the 22 conjecture implies that APPROXCOLORING(4, Q) is NP-
hard. This also holds for APPROXCOLORING(q, @) for any ¢ > 4.

e For any constant ) > 3, the >< conjecture implies that APPROXCOLORING(3, ) is NP-hard.
This also holds for APPROXCOLORING(g, @) for any ¢ > 3.

We remark that Khot’s original conjectures actually refer to slightly different variants of the
label-cover problem. Most notably, his label-cover instances are bipartite. However, as we shall
show later, Khot’s unique-games conjecture implies our 1+1 conjecture, and Khot’s two-to-one
conjecture implies our 22 conjecture. The >< conjecture is, to the best of our knowledge, new,
and seems to be not weaker than the 22 conjecture.

Future work: Our constructions can be extended in several ways. First, using similar techniques,
one can show hardness of APPROXCOLORING(q, ()) based on the d-to-1 conjecture of Khot for
larger values of d (and not only d = 2 as we do here). It would be interesting to find out how
q depends on d. Second, by strengthening the current conjectures to sub-constant values, one
can obtain hardness for @) that depends on n, the number of vertices in the graph. Again, it is
interesting to see how large () can be. Finally, let us mention that in all our reductions we in fact
show in the soundness case that there are no independent sets of relative size larger than ¢ for
arbitrarily small constant ¢ (note that this is somewhat stronger than showing that there is no Q-
coloring). In fact, a more careful analysis can be used to obtain the stronger statement that there
are no ‘almost-independent’ sets of relative size larger than e.

Organization: In Section 4.1, we describe the three conjectures along with some definitions. We
then prove the three reductions mentioned above. The three reductions are very similar, each com-
bining a conjecture with an appropriately constructed noise operator. In Section 4.2 we describe
the three noise operators, and in Section 4.3 we spell out the reductions. Then, in Sections 4.4 and
4.5, we prove the completeness and soundness of the three reductions.
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4.1 Label-cover problems

Definition 4.1 A label-cover instance is a triple G = ((V,E), R, V) where (V, E) is a graph, R is an
integer, and ¥ = {1/16 c{1,...,R}?
given labeling L : V — {1,..., R}, let

e € E} is a set of constraints (relations), one for each edge. For a

saty (G) = [(L(u), L(v)) € ], sat(G) = mgx(satL(G)) :

r
e=(u,v)€E
For ¢, R € Nlet ( g‘t) denote the collection of all subsets of {1, ..., R} whose size is at most t.

Definition 4.2 A t-labeling is a function L : V — ( ft) that labels each vertex v € V with a subset of
values L(v) C {1,..., R} such that |L(v)| <t forallv € V. A t-labeling L is said to satisfy a constraint
¢ C {1,..., R}* over variables u and v iff there are a € L(u), b € L(v) such that (a,b) € . In other
words, iff (L(u) x L(v)) N1 # 0.

In the special case of ¢ = 1, a 1-labeling is essentially a labeling L : V' — {1,..., R} (except that
some vertices might get no label).

Similar to the definition of sat(G), we also define isat(G) (“induced-sat”) to be the relative size
of the largest set of vertices for which there is a labeling that satisfies all of the induced edges.

isat(G) = max {"‘S/u ‘ dL : S — {1,..., R} that satisfies all the constraints induced by S C V}.

Let isat;(G) denote the relative size of the largest set of vertices S C V for which there is a t-labeling
that satisfies all the constraints induced by S.

isat;(G) = max {“5“ ‘ L: S — <<Rt> that satisfies all the constraints induced by S C V}.

We next describe three conjectures on which our reductions are based. The main difference
between the three conjectures is in the type of constraints that are allowed. The three types are
defined next, and also illustrated in Figure 1.

Definition 4.3 (1< 1-constraint) A 11 constraint is a relation {(i, m( )}zR:y where w: {1,...,R} —

)
{1,..., R} is any arbitrary permutation. The constraint is satisfied by (a,b) iff b = w(a).

Definition 4.4 (2<~2-constraint) A 22 constraint is defined by a pair of permutations w1, 7o : {1,...,2R} —
{1,...,2R} and the relation

22 = {(2i,2i), (2,2 — 1), (2i —1,2i), (2 — 1,2i — 1)}, .
The constraint is satisfied by (a, b) iff (71 *(a), 75 *(b)) € 22

Definition 4.5 (><-constraint) An >< constraint is defined by a pair of permutations 1,7 : {1,...,2R} —
{1,...,2R} and the relation

< = {(2i — 1,2 — 1), (2i,2i — 1), (2 — 1,20)}2, .

The constraint is satisfied by (a, b) iff (71 *(a), 75 *(b)) € ><.
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Figure 1: Three types of constraints (top to bottom): 11, ><, 22

Conjecture 4.6 (1<~1 Conjecture) Foranye,( > 0andt € N there exists some R € N such that given a
label-cover instance G = ((V, E), R, V) where all constraints are 1<1-constraints, it is NP-hard to decide
between

o isat(G) >1—¢
o isat;(G) < ¢
It is easy to see that the above problem is in P when ¢ = 0.

Conjecture 4.7 (22 Conjecture) For any ¢ > 0 and t € N there exists some R € N such that given
a label-cover instance G = ((V, E), 2R, V) where all constraints are 2«2-constraints, it is NP-hard to
decide between

o sat(G) =1
o isat;(G) < ¢

The above two conjectures are no stronger than the corresponding conjectures of Khot. Namely,
our 11 conjecture is not stronger than Khot’s (bipartite) unique games conjecture, and our 22
conjecture is not stronger than Khot’s (bipartite) two-to-one conjecture. The former claim was
already proven by Khot and Regev in [32]. The latter claim is proven in a similar way. For com-
pleteness, we include both proofs in Appendix A. We also make a third conjecture that is used
in our reduction to APPROXCOLORING(3, Q). This conjecture seems stronger than Khot’s conjec-
tures.

Conjecture 4.8 (>< Conjecture) For any ¢ > 0 and t € N there exists some R € N such that given a
label-cover instance G = ((V, E), 2R, V) where all constraints are ><-constraints, it is NP-hard to decide
between

o sat(G) =1
e isaty(G) < ¢

Remark: The (strange-looking) ><-shaped constraints have already appeared before in [16]. There,
it is essentially proven that for all ¢, { > 0 given a label-cover instance G where all constraints are
D><-constraints, it is NP-hard to distinguish between

e isat(G) > 1—¢
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o isat;—1(G) < ¢

The main difference between their theorem and our conjecture is that in our conjecture we consider
any constant ¢, while in their case ¢ is 1. Another difference is that in our conjecture we assume
perfect completeness (i.e., sat(G) = 1).1

4.2 Noise operators

We now define the noise operators corresponding to the 1« 1-constraints, ><-constraints, and
2-2-constraints. The noise operator that corresponds to the 1<1-constraints is the simplest, and
acts on {0,1,2}. For the other two cases, since the constraints involve pairs of coordinates, we
obtain an operator on {0, 1, 2}2 and an operator on {0, 1, 2, 3}2. See Figure 2 for an illustration.

/\

(a) (b)

Figure 2: Three noise operators (edge weights not shown) corresponding to: (a) 11, (b) <, and
(c) 22.

Lemma 4.9 There exists a symmetric Markov operator T' on {0, 1,2} such that r(T') < 1 and such that if
T(z < y) >0thenx # y.

Proof: Take the operator given by

0 1/2 1/2
T=1\(1/2 0 1/2
1/2 1/2 0
See Figure 2(a). |

Lemma 4.10 There exists a symmetric Markov operator T on {0,1,2,3}* such that r(T) < 1 and such
that if T((x1, 22) < (y1,y2)) > 0 then {x1, 22} N {y1, y2} = 0.

Proof: Our operator has three types of transitions, with transitions probabilities 31, 32, and 3.

! The main idea in their construction is to take an NP-hard label-cover as given by the parallel repetition theorem
applied to the PCP theorem, and to construct a new ><-label-cover with (R ‘ZX |) variables corresponding to all subsets
of size l of X x {1,..., R}, where | = cR for some large constant c. The number of labels is equal to the number of
binary strings of length [ whose Hamming weight is at least {/2R. Constraints are placed between any pair of i-tuples
for which (i) their intersection has size [ — 1, and (ii) the unique elements, one from each I-tuple, correspond to an
inconsistency in the original label-cover. These constraints check for agreement on their intersection and that not both
unique elements are 1, and are therefore essentially ><-constraints.
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e With probability 3; we have (z,z) < (y,y) where x # y.
e With probability 3 we have (z,z) < (y, z) where z, y, z are all different.
e With probability 33 we have (z,y) < (2, w) where z,y, z, w are all different.

These transitions are illustrated in Figure 2(c). For T" to be a symmetric Markov operator, we need
that 3, #2 and 3 are non-negative and

361 +662=1, 2B2+203=1.

It is easy to see that the two equations above have solutions bounded away from 0 and that the
corresponding operator has 7(71") < 1. For example, choose 3; = %, Bo = %, and (3 = %. [
Lemma 4.11 There exists a symmetric Markov operator T on {0, 1, 2}? such that r(T) < 1 and such that
if T((x1,22) < (y1,y2)) > 0 then x1 ¢ {y1,y2} and y1 ¢ {x1,x2}. Moreover, the noise operator T
satisfies the following property. Let (x1,x2) be chosen according to the uniform distribution and (yi,y2) be
chosen according T applied to (x1, x2). Then the distribution of (x2,y2) is uniform.

Proof: The proof resembles the previous proof. Again there are 3 types of transitions.
e With probability 5; we have (z,z) < (y,y) where z # y.
e With probability 32 we have (z,z) < (y, z) where z, y, z are all different.
e With probability 33 we have (z,y) < (z,y) where z,y, 2 are all different.

For T to be a symmetric Markov operator we require (31, 32 and 33 to be non-negative and

261 +2B2 =1, [+ G33=1

For the uniformity property, assume (x1, z2) is chosen according to the uniform distribution and
(y1,y2) is chosen according T" applied to (x1,z2). It is not difficult to verify that each of the nine
possible settings of (x2,2) is obtained with probability either 2533/9 (if zo2 = y2) or 31/9 + 252/9
(otherwise). Therefore, the uniformity property amounts to the equation

B1 + 262 = 203.

It is easy to see that 3y = (33 = % and 31 = 0 is the solution of all equations and that the corre-
sponding operator has r(T") < 1. This operator is illustrated in Figure 2(b). |

4.3 The three reductions

The basic idea in all three reductions is to take a label-cover instance and to replace each vertex
with a block of ¢t vertices, corresponding to the g-ary hypercube [¢]¥. The intended way to ¢-
color this block is by coloring x € [¢]® according to x; where i is the label given to this block. One
can think of this coloring as an encoding of the label i. We will essentially prove that any other
coloring of this block that uses relatively few colors, can be “list-decoded” into at most ¢ labels
from {1,..., R}. By properly defining edges connecting these blocks, we can guarantee that the
lists decoded from two blocks can be used as t-labelings for the label-cover instance.

In the rest of this section, we use the following notation. For a vector z = (z1,...,2,) and a
permutation 7 on {1,...,n}, we define 2™ = (z(1), ..., Tr(n))-
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ALMOST3COLORING: Let G = ((V, E), R, ¥) be a label-cover instance as in Conjecture 4.6. For
v € V write [v] for a collection of vertices, one per point in {0, 1, 2}, Lete = (v,w) € E, and let
1) be the 1< 1-constraint associated with e. By Definition 4.3 there is a permutation 7 such that
(a,b) € ¢ iff b = 7(a). We now write [v, w] for the following collection of edges. We put an edge
(x,y) forx = (z1,...,zR) € v]and y = (y1,...,yr) € [w] iff

Vie{l,...,R}, T(miHyﬂ(i)) #0

where T is the noise operator from Lemma 4.9. In other words, = is adjacent to y whenever

TR (2 y7) HT T < Yr(p)) 7 0.

The reduction outputs the graph [G] = ([V], [E]) where [V] is the disjoint union of all blocks [v]
and [E] is the disjoint union of all collections of edges [v, w].

APPROXCOLORING(4,Q): This reduction is nearly identical to the one above, with the following
changes:

e The starting point of the reduction is an instance G = ((V, ), 2R, ¥) as in Conjecture 4.7.
e Each vertex v is replaced by a copy of {0, 1,2, 3121 (which we still denote [v]).

e For every (v,w) € E, let ¢ be the 2<2-constraint associated with e. By Definition 4.4 there
are two permutations 7y, mo such that (a,b) € v iff (77! (a), 75 1(b)) € 2++2. We now write
[v, w] for the following collection of edges. We put an edge (z,y) for x = (z1,...,22r) € [v]
andy = (y1,...,Y2r) € [w] if

Vie{l,...,R}, T((mm(m‘fl)amm(m)) A (yﬂ'Q(Qi 1)s Ymo(24) ) #0
where T is the noise operator from Lemma 4.10. Equivalently, we put an edge if T (2™ «
y™) # 0.
As before, the reduction outputs the graph [G] = ([V], [E]) where [V] is the union of all blocks [v]
and [E] is the union of collection of the edges [v, w].
APPROXCOLORING(3,Q): Here again the reduction is nearly identical to the above, with the

following changes:

e The starting point of the reduction is an instance of label-cover, as in Conjecture 4.8.
e Each vertex v is replaced by a copy of {0, 1, 2}*/* (which we again denote [v)).

e For every (v,w) € E, let m,m be the permutations associated with the constraint, as in
Definition 4.5. Define a collection [v, w] of edges, by including the edge (z,y) € [v] x [w] iff

Vie{l,...,R}, T((%r (2i-1)> Try(20) < Wra(2i-1)> Yma(24))) 7 O

where T is the noise operator from Lemma 4.11. As before, this condition can be written as
TOR(Z™ s y™2) £ 0.

As before, we look at the coloring problem of the graph [G] = ([V], [E]) where [V] is the union of
all blocks [v] and [E] is the union of collection of the edges [v, w].
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4.4 Completeness of the three reductions

ALMOST3COLORING: If isat(G) > 1 — ¢, then there is some S C V of size (1 — ¢)|V]| and a
labeling ¢ : S — R that satisfies all of the constraints induced by S. We 3-color all of the vertices
in Uyeg(v] as follows. Let ¢ : Uyeg[v] — {0, 1,2} be defined as follows. For every v € S, the color
of z = (x1,...,zr) € {0,1,2} = [v] is defined to be ¢(z):=x;, where i = £(v) € {1,...,R}.

To see that c is a legal coloring on U,cg[v], observe that if € [v] and y € [w] share the same
color, then z; = y; for i = {(v) and j = ¢(w). Since ¢ satisfies every constraint induced by S,
it follows that if (v, w) is a constraint with an associated permutation 7, then j = = (i). Since
T(z < z) =0forall z € {0, 1, 2}, there is no edge between x and y.

APPROXCOLORING(4,Q): Let?:V — {1,...,2R} be a labeling that satisfies all the constraints
in G. We define a legal 4-coloring ¢ : [V] — {0, 1,2, 3} as follows. For a vertex x = (x1,...,22r) €
{0,1,2,3}*F = [v] set ¢(z):=x;, where i = £(v) € {1,...,2R}.

To see that c is a legal coloring, fix any 22 constraint (v,w) € E and let 7,7 be the
permutations associated with it. Let ¢ = ¢(v) and j = {(w), so by the assumption on ¢ we
have that (77 (i), 75 *(j)) € 2¢+2. In other words there is some k& € {1,..., R} such that i ¢
{m(2k — 1), 71(2k)} and j € {ma2(2k — 1), m2(2k)}. If € [v] and y € [w] share the same color, then
x; = c(x) = c(y) = yj. Since

. 1 1 . T2 T2
z; € {25y, and  y; € {y52_1,v5r

we have that the above sets intersect. This, by Lemma 4.10, implies that TR (2™ « y™) = 0. So
the vertices z, y cannot be adjacent, hence the coloring is legal.

APPROXCOLORING(3,Q): Here the argument is nearly identical to the above. Let ¢ : V' —
{1,...,2R} be a labeling that satisfies all of the constraints in G. We define a legal 3-coloring c :
[V] — {0, 1,2} like before: ¢(x):=x;, where i = ¢(v) € {1,...,2R}. To see that c is a legal coloring,
fix any edge (v,w) € E and let 7, m2 be the permutations associated with the ><-constraint. Let
i = {(v) and j = {(w), so by the assumption on ¢ we have that (7 ' (i), 7, *(j)) € p<. In other
words there is some k € {1,..., R} such thati € {m;(2k — 1), m(2k)} and j € {m2(2k — 1), m2(2k)}
and not both i = 71(2k) and j = m2(2k). Assume, without loss of generality, that i = m1(2k — 1),
sox; = x5,y and y; € {yai_y, ;|-
If z € [v] and y € [w] share the same color, then z; = ¢(z) = ¢(y) = yj, so

™1 — P 3 T2 T2
Thh_q =T = Yj € {Ysp_1» Yor

By Lemma 4.11 this implies T'((z3;, _,,%3;) < (y57_;,¥57)) = 0, which means there is no edge
between z and y.

4.5 Soundness of the three reductions

Before presenting the soundness proofs, we need the following corollary. It is simply a special
case of Theorem 3.1 stated in the contrapositive, with ¢ playing the role of » and p. Here we use
the fact that (£, Uy(1 — F1—¢)), > 0 whenever e > 0.

Corollary 4.12 Let q be a fixed integer and let T be a symmetric Markov operator on [q] such that r(T') < 1.
Then for any € > 0 there exist § > 0 and k € N such that the following holds. For any f,g : [¢|" — [0, 1],
if E[f] > ¢, Elg] > ¢, and (f,T®"g) = 0, then

Jief{l,....n}, IF(f)>6 and IZF(g)>3.

22



ALMOST3COLORING: We will show that if [G] has an independent set S C [V] of relative size
> 2¢, then isat;(G) > ¢ for a fixed constant ¢ > 0 that depends only on €. More explicitly, we
will find a set J C V, and a t-labeling L : J — (£) such that |.J| > ¢|V| and L satisfies all the
constraints of G induced by .J. In other words, for every constraint ¢ over an edge (u,v) € EN.J?,
there are values a € L(u) and b € L(v) such that (a,b) € .

Let J be the set of all vertices v € V such that the fraction of vertices belonging to S in [v] is at
least €. Then, since |S| > 2¢ |[V]|, Markov’s inequality implies |J| > ¢ |V].

For each v € J let f, : {0,1,2}" — {0, 1} be the characteristic function of S restricted to [v], so
E[f,] > €. Select 6, k according to Corollary 4.12 with ¢ and the operator 7" of Lemma 4.9, and set

L(v) = {ie (1,...,RY| I7*(f,) 25} .

Clearly, |L(v)| < k/6 because -7 | Ifk(f) < k. Thus, L is a t-labeling for ¢t = k /6. The main point
to prove is that for every edge e = (v1,v2) € E N J? induced on J, there is some a € L(v;) and
b € L(vz) such that (a,b) € 1. This would imply that isat;(G) > |J| /|V| > .

Fix (v1,v2) € E N J?%, and let 7 be the permutation associated with the 11 constraint on this
edge. (It may be easier to first think of 7 = id.) Recall that the edges in [v;, v2] were defined
based on 7, and on the noise operator T defined in Lemma 4.9. Let f = f,,, and define g by
g(z™) = fu,(z). Since S is an independent set, f(z) = f,,(x) = 1 and ¢g(y™) = fu,(y) = 1 implies
that z,y are not adjacent, so by construction T%#(x < y™) = 0. Therefore,

(f,TRg) =37 " f(@)T®Rg(z) =377 f(2) Y T (w = y")g(y") =>_0=0.
x T 7T z,y™

)

Also, by assumption, E[g] > ¢ and E[f] > . Corollary 4.12 implies that there is some index
i € {1,..., R} for which both Ifk(f) > ¢ and Ifk(g) > ¢. By definition of L, i € L(v;). Since
the i-th variable in g is the 7(i)-th variable in f,,, 7(i) € L(vz). It follows that there are values
i € L(vy) and (i) € L(va) such that (i, 7(7)) satisfies the constraint on (v1,v2). This means that
isats(G) > |J|/|V| > e.

APPROXCOLORING(4,Q): We outline the argument and emphasize only the modifications. As-
sume that [G] contains an independent set S C [V] whose relative size is at least 1/Q and set

e=1/2Q.
e Let f, : {0,1,2,3}* — {0, 1} be the characteristic function of S in [v]. Define the set J C V

as before and for all v € J, define

L(v) = {z c{1,... ,2R}' I (fy) > g}

where k, § are the values given by Corollary 4.12 with € and the operator 7" of Lemma 4.10.
As before, |J| > ¢|V| and E[f,] > ¢ for v € J. Now L is a t-labeling with ¢ = 4k/.
Fix an edge (v,w) € E N J? and let 71, 7 be the associated permutations. Define f, g by

f(@™):=fu, (z) and g(y™2):=fu, ().

e Since S is an independent set, f(z™) = f,,(z) = 1 and ¢g(y™) = fu,(y) = 1 implies that z,y
are not adjacent, so by construction T®%(z™ « y™) = 0. Therefore, (f, T®%g) = 0.
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o Now, recalling Definition 2.6, consider the functions f,g : ({0,1,2,3}*)% — {0,1}. Applying
Corollary 4.12 on f,g we may deduce the existence of an index i € {1,..., R} for which
both I?k(?) > ¢ and Ifk(g) > 0. By Claim 2.7, § < Ifk(?) < Izgﬁkl(f) + Ii%(f), so either
Iii]i(f) > 0/2or I%Qk(f) > §/2. Since the j-th variable in f is the 7 (j)-th variable in f,,,
this puts either 71 (24) or m1(2¢ — 1) in L(v;). Similarly, at least one of m2(2i), m2(2i — 1) is in
L(vs). Thus, there are a € L(v;) and b € L(vy) such that (77 ! (a), 75, ! (b)) € 252 so L satisfies
the constraint on (v, v2).

We have shown that L satisfies every constraint induced by J, so isat;(G) > «.

APPROXCOLORING(3,Q): The argument here is similar to the previous one. The main differ-
ence is in the third step, where we replace Corollary 4.12 by the following corollary of Theo-
rem 3.11. The corollary follows by letting ¢ play the role of i and v, and using the fact that
(Fz,Up(1 — F1—¢))., > 0 whenever ¢ > 0.

Corollary 4.13 Let T be the operator on {0,1,2}* defined in Lemma 4.11. For any & > 0, there exists
§ > 0,k € N, such that for any functions f,g : {0,1,2}* — [0, 1] satisfying E[f] > ¢, E[g] > ¢, there
exists some i € {1,..., R} such that either

min ( ;ilil(f), zgllil(g)) >4 or min( ilil(f),lik(g)) >§ or min (I%k(f),fzgiﬁl(g)) > 4.

Now we have functions f, : {0,1,2}* — {0,1}, and J is defined as before. Define a labeling

L(v) = {z c {1,...,23}‘ I=5(f,) > 5}

where k, § are the values given by Corollary 4.13 with €. Then L is a t-labeling with ¢ = k/J.

Let us now show that L is a satisfying ¢-labeling. Let (v, v2) be a ><-constraint with associated
permutations 7y, m2. Define f(z™) = f,, (x), g(2™) = f,,(x). We apply Corollary 4.13 on f, g, and
obtain an index ¢ € {1, ..., R}. Since the j-th variable in f is the 7 (j)-th variable in f,,, this puts
either 71 (2¢) or 71 (2¢ — 1) in L(v;). Similarly, at least one of 7 (27), m2(2¢ — 1) is in L(vz). Moreover,
we are guaranteed that either m(2¢i — 1) € L(v;) or m2(2i — 1) € L(vz). Thus, there are a € L(v)
and b € L(vy) such that (77 (a), 75 ' (b)) € < so L satisfies the constraint on (vy, va).
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A Comparison with Khot’s Conjectures
Let us first state Khot’s original conjectures. For d > 1, an instance of the weighted bipartite d-to-1

label cover problem is given by a tuple ® = (X, Y, U, W). We often refer to variables in X as left
variables and to variables in Y as right variables. The set ¥ consists of one d-to-1 relation 1),
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for each z € X and y € Y. More precisely, ¢, C {1,...,R} x {1,..., R/d} is such that for any
b e {1,...,R/d} there are precisely d elements a € {1,..., R} such that (a,b) € 1,,. The set W
includes a non-negative weight w,, > 0 for each z € X, y € Y. We denote by w(®, z) the sum
>_yey Wy and by w(®) thesum > v oy way. A labeling is a function L mapping X to {1,..., R}
and Y to {1,...,R/d}. A constraint 1, is satisfied by a labeling L if (L(x), L(y)) € tz,. Also,
for a labeling L, the weight of satisfied constraints, denoted by wr,(®), is > w,, where the sum is
taken over all z € X and y € Y such that ¢, is satisfied by L. Similarly, we define wr(®,x) as
> wgy Where the sum is now taken over all y € Y such that v, is satisfied by L. The following
conjectures were presented in [30].

Conjecture A.1 (Bipartite 1-to-1 Conjecture) For any ¢,y > 0 there exists a constant R such that the
following is NP-hard. Given a 1-to-1 label cover instance ® with label set {1,..., R} and w(®) = 1
distinguish between the case where there exists a labeling L such that wr,(®) > 1 — ¢ and the case where
for any labeling L, wr,(®) < .

In the following conjecture, d is any fixed integer greater than 1.

Conjecture A.2 (Bipartite d-to-1 Conjecture) Forany~y > 0 there exists a constant R such that the fol-
lowing is NP-hard. Given a bipartite d-to-1 label cover instance ® with label sets {1,...,R},{1,...,R/d}
and w(®) = 1 distinguish between the case where there exists a labeling L such that wr,(®) = 1 and the
case where for any labeling L, wr,(P) < .

The theorem we prove in this section is the following.

Theorem A.3 Conjecture 4.6 follows from Conjecture A.1 and Conjecture 4.7 follows from Conjecture A.2
ford =22

The first part of the theorem was already proven in [32], and the second part is proven similarly.
For completeness, we include here the entire proof of the theorem.

The proof follows by combining Lemmas A.4, A.5, A7, and A.9. Each lemma presents an
elementary transformation between variants of the label cover problem. The first transformation
modifies a bipartite label cover instance so that all X variables have the same weight. When we
say below that ®' has the same type of constraints as ® we mean that the transformation only
duplicates existing constraints and hence if ¢ consists of d-to-1 constraints for some d > 1, then so
does @'.

Lemma A.4 There exists an efficient procedure that given a weighted bipartite label cover instance ® =
(X,Y, U, W) with w(®) = 1 and a constant {, outputs a weighted bipartite label cover instance &' =
(X', Y, W', W) on the same label sets and with the same type of constraints with the following properties:

e Forallz € X', w(®',z) = 1.
e Forany ¢ > 0, if there exists a labeling L to ® such that wr,(®) > 1 —( then there exists a labeling L'
to @ in which 1 — /(1 + ;)¢ of the variables x in X' satisfy that wy, (', 2) > 1— /(1 + 727)¢.

In particular, if there exists a labeling L such that wr,(®) = 1 then there exists a labeling L' in which
all variables satisfy wy (', x) = 1.

2We in fact show that for any d > 2, the natural extension of Conjecture 4.7 to d-to-d constraints follows from
Conjecture A.2 with the same value of d.
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e For any 3,y > 0, if there exists a labeling L' to ®' in which (3 of the variables x in X' satisfy
wr (P, ) >, then there exists a labeling L to ® such that wi,(®) > (1 — })57.

Proof: Given ® as above, we define ® = (X' Y, V' W) as follows. The set X’ includes k(z)
copies of each z € X, (1), ... 2(k(#)) where k(x) is defined as |£ - | X| - w(®, x)]. For every x € X,
ye€Yandie€ {1,...,k(z)} we define ¢;<i>y as 1., and the weight w;(i)y as wgy/w(®P, z). Notice
that w(®',z) = 1 for all z € X’ and that (¢ — 1)|X| < |X'| < ¢|X|. Moreover, foranyz € X,y €Y,
the total weight of constraints created from v, is k(z)wgy /w(P, ) < £|X |wyy.

We now prove the second property. Given a labeling L to ® that satisfies constraints of weight
atleast 1 — ¢, consider the labeling L’ defined by L' (+(*)) = L(z) and L'(y) = L(y). By the property
mentioned above, the total weight of unsatisfied constraints in @’ is at most ¢| X |(. Since the total
weight in @' is at least (¢ — 1)|X|, we obtain that the fraction of unsatisfied constraints is at most

(1 + 7£;)¢. Hence, by a Markov argument, we obtain that for at least 1 — , /(1 + ;27)¢ of the X’

variables wy, (®',2) > 1 — /(1 + 75)C.

We now prove the third property. Assume we are given a labeling L’ to ®’ for which 3 of the
variables have wy/(®',xz) > ~. Without loss of generality we can assume that for every =z € X,
the labeling /(")) is the same for all 4. This holds since the constraints between z(*) and the Y
variables are the same for all i € {1,...,k(x)}. We define the labeling L as L(z) = L'(z("). The
weight of constraints satisfied by L is:

ZwLCI)x _€|X|Zk cwp (P, x) /w(P, )

zeX zeX

E|X| Z wL/ (I) .’L')

rzeX’

z €|X|ﬁ’X/| (1- %)m

where the first inequality follows from the definition of k(x). n

The second transformation creates an unweighted label cover instance. Such an instance is
given by a tuple & = (X,Y, ¥, E). The multiset £ includes pairs (z,y) € X x Y and we can
think of (X,Y, F) as a bipartite graph (possibly with parallel edges). For each e € E, ¥ includes
a constraint, as before. The instances created by this transformation are left-regular, in the sense
that the number of constraints (x,y) € E incident to each = € X is the same.

Lemma A.5 There exists an efficient procedure that given a weighted bipartite label cover instance & =
(X,Y, U, W) withw(®,x) = 1forall x € X and a constant ¢, outputs an unweighted bipartite label cover
instance ®' = (X, Y, V', E') on the same label sets and with the same type of constraints with the following
properties:

o All left degrees are equal to o = (|Y|.

e For any 3, > 0, if there exists a labeling L to ® such that wr(®,x) > 1 — ( for at least 1 — 3 of
the variables in X, then there exists a labeling L' to ®' in which for at least 1 — 3 of the variables in
X, at least 1 — ¢ — 1/¢ of their incident constraints are satisfied. Moreover, if there exists a labeling
L such that wr,(®, z) = 1 for all z: then there exists a labeling L' to ®' that satisfies all constraints.
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e Forany (3,~ > 0, if there exists a labeling L' to ® in which (3 of the variables in X have ~y of their
incident constraints satisfied, then there exists a labeling L to ® such that for 3 of the variables in X,
wr(®,z) >y —1/¢.

Proof: We define the instance &’ = (X, Y, ¥, E’) as follows. For each z € X, choose some y,(z) €
Y such that wgy ;) > 0. For every x € X, y # yo(x), £’ contains |awy,] edges from x to y
associated with the constraint ¢,,,. Moreover, for every z € X, E' contains av—3, oy 1y ()} L0Way ]
edges from z to yo(v) associated with the constraint 1, (,). Notice that all left degrees are equal
to a. Moreover, for any z, y # yo(z), we have that the number of edges between x and y is at most
Qwyy and the number of edges from x to yo() is at most Qwyy,(») + |V = (wyyy(z) + 1/£).
Consider a labeling L to ® and let z € X be such that wz(®,z) > 1 — (. Then, in @/, the
same labeling satisfies that the number of incident constraints to = that are satisfied is at least
(1 — ¢ — 1/¢)a. Moreover, if wr,(®,z) = 1 then all its incident constraints in @’ are satisfied (this
uses that wy,, ;) > 0). Finally, consider a labeling L' to @' and let z € X have 7 of its incident
constraints satisfied. Then, wr/(®,z) > v — 4. |

In the third lemma we modify a left-regular unweighted label cover instance so that it has
the following property: if there exists a labeling to the original instance that for many variables
satisfies many of their incident constraints, then the resulting instance has a labeling that for many
variables satisfies all their incident constraints. But first, we prove a combinatorial claim.

Claim A.6 Forany integers {,d, Rand real 0 < v < ﬁ, let F C P({1,..., R}) be a multiset containing
subsets of {1, ..., R} each of size at most d with the property that no element i € {1,..., R} is contained
in more than ~y fraction of the sets in F. Then, the probability that a sequence of sets Fy, Fy, ..., Fy chosen
uniformly from F (with repetitions) is pairwise disjoint is at least 1 — (*dry.

Proof: Note that by the union bound it suffices to prove that Pr[F; N F, # ()] < dv. This follows
by fixing F and using the union bound again:

Pr[FiNFy # 0] < ) Prlz € Fy] < dy.
zel

Lemma A.7 There exists an efficient procedure that given an unweighted bipartite d-to-1 label cover in-
stance ® = (X,Y, U, E) with all left-degrees equal to some «, and a constant ¢, outputs an unweighted
bipartite d-to-1 label cover instance ®' = (X', Y, W', E') on the same label sets with the following properties:

o All left degrees are equal to £.

e Forany [3,( > 0, if there exists a labeling L to ® such that for at least 1 — [3 of the variables in X 1—(
of their incident constraints are satisfied, then there exists a labeling L' to ®' in which (1—¢)*(1—3)
of the X' variables have all their £ constraints satisfied. In particular, if there exists a labeling L to ®
that satisfies all constraints then there exists a labeling L' to ®' that satisfies all constraints.

o Forany 3 > 0,0 < v < gy, if in any labeling L to ® at most 3 of the variables have ~y of their
incident constraints satisfied, then in any labeling L' to ®’, the fraction of satisfied constraints is at
most 3+ 3 + (1 — B)0%dy.
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Proof: We define ' = (X', Y, ¥, E’) as follows. For each x € X, consider its neighbors (y1, ..., ¥a)

listed with multiplicities. For each sequence (yi,,...,y;,) where i1,...,4 € {1,...,a} we create
a variable in X’. This variable is connected to y;,, ..., y;, with the same constraints as =, namely
Yoy s - - 7%%- Notice that the total number of variables created from each z € X is of. Hence,
|X'| = of|X]|.

We now prove the second property. Assume that L is a labeling to ® such that for at least 1 —
of the variables in X, 1 — ¢ of their incident constraints are satisfied. Let L’ be the labeling to @'
assigning to each of the variables created from = € X the value L(x) and for each y € Y the value
L(y). Consider a variable x € X that has 1 —  of its incident constraints satisfied and let Y, denote
the set of variables y € Y such that ¢, is satisfied. Then among the variables in X’ created from z,
the number of variables that are connected only to variables in Y, is at least a(1 — ¢)*. Therefore,
the total number of variables all of whose constraints are satisfied by L' is at least

(1= 1=pB)X|=(1-Q(1-p)X'l.

We now prove the third property. Assume that in any labeling L to ® at most 3 of the X
variables have v of their incident constraints satisfied. Let L’ be an arbitrary labeling to ®’. For
each z € X define 7, C P({1,..., R}) as the multiset that contains for each constraint incident to
x the set of labels to x that, together with the labeling to the Y variables given by L/, satisfy this
constraint. So F, contains « sets, each of size d. Moreover, our assumption above implies that for
atleast 1 — 3 of the variables z € X, noelement: € {1,..., R} is contained in more than  fraction
of the sets in . By Claim A.6, for such z, at least 1 — 0?d~ fraction of the variables in X’ created
from z have the property that it is impossible to satisfy more than one of their incident constraints
simultaneously. Hence, the number of constraints in ¢’ satisfied by L’ is at most

of B 1X|- L4 0’ (1= BIXI((1 = Pdy) + (Cdy) - 1)
= X[ (BE+ (1= B)(1 = dy) + (1 = B)(dv)e)
<181 (54 5+ (1= ).
|

The last lemma transforms a bipartite label cover into a non-bipartite label cover. This trans-
formation no longer preserves the constraint type: d-to-1 constraints become d-to-d constraints.
We first prove a simple combinatorial claim.

Claim A.8 Let Ay,..., AN be pairwise intersecting sets of size at most T. Then there exists an element
contained in at least N/T of the sets.

Proof: All sets intersect A; in at least one element. Since |A;| < T, there exists an element of A;
contained in at least N/T of the sets. |

For the following lemma, recall from Definition 4.2 that a t-labeling labels each variable with a
set of at most ¢ labels. Recall also that a constraint on x, y is satisfied by a t-labeling L if there are
labels a € L(z) and b € L(y) such that (a, b) satisfies the constraint.

Lemma A.9 There exists an efficient procedure that given an unweighted bipartite d-to-1 label cover in-
stance ® = (X, Y, U, E) on label sets {1,..., R},{1,..., R/d}, with all left-degrees equal to some ¢, out-
puts an unweighted d-to-d label cover instance ® = (X, W', E) on label set {1, ..., R} with the following
properties:
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e Forany 3 > 0, if there exists a labeling L to ® in which 1 — (3 of the X wvariables have all their {
incident constraints satisfied, then there exists a labeling to ®' and a set of 1 — [3 of the variables of X
such that all the constraints between them are satisfied. In particular, if there exists a labeling L to ®
that satisfies all constraints then there exists a labeling L' to ®' that satisfies all constraints.

e Forany (3 > 0 and integer t, if there exists a t-labeling L' to ®" and a set of (3 variables of X such
that all the constraints between them are satisfied, then there exists a labeling L to ® that satisfies at
least 3/t of the constraints.

Proof: For each pair of constraints (x1,y), (z2,y) € E that share a Y variable we add one con-
straint (z1,22) € E’. This constraint is satisfied when there exists a labeling to y that agrees with
the labeling to z1 and z». More precisely,

WL = {(al,ag) €{l,....R}x{1,....R} | 3be {1,..., R/d} (a1,b) € W,y A (a2,b) € %y}.

Notice that if the constraints in ¥ are d-to-1 then the constraints in ¥’ are d-to-d.

We now prove the first property. Let L be a labeling to ® and let C C X be of size |C| >
(I — B)|X]| such that all constraints incident to variables in C are satisfied by L. Consider the
labeling L' to @' given by L'(x) = L(z). Then, we claim that L’ satisfies all the constraints in @'
between variables of C. Indeed, take any constraint between two variables z1, z2 € C. Assume the
constraint is created as a result of some y € Y. Then, since (L(x1), L(y)) € 92,y and (L(z2), L(y)) €
Yy, we also have (L(x1), L(22)) € V%, 4,-

It remains to prove the second property. Let L' be a t-labeling to ® and let C C X be a
set of variables of size |C| > (| X| with the property that any constraint between variables of C
is satisfied by L’. We first define a t-labeling L” to ® as follows. For each z € X, we define
L"(x) = L(x). For each y € Y, we define L"(y) € {1,..., R/d} as the label that maximizes the
number of satisfied constraints between C and y. We claim that for each y € Y, L” satisfies at
least 1/t of the constraints between C and y. Indeed, for each constraint between C and y consider
the set of labels to y that satisfy it. These sets are pairwise intersecting since all constraints in @’
between variables of C' are satisfied by L’. Moreover, since @ is a d-to-1 label cover, these sets are
of size at most ¢. Claim A.8 asserts the existence of a labeling to y that satisfies at least 1/t of the
constraints between C and y. Since at least 5 of the constraints in ® are incident to C, we obtain
that L” satisfies at least 3/t of the constraints in ®.

To complete the proof, we define a labeling L to ® by L(y) = L"(y) and L(z) chosen uniformly
from L"(x). Since |L”(z)| < t for all , the expected number of satisfied constraints is at least 3/2,
as required. |

B Tightness of Theorem 1.2

Let v be an eigenvector of T' whose eigenvalue \ satisfies |A| = p, normalized so that > 7_, v?/q =
1. Assume that A > 0 (the proof for the case A < 0 is similar). For any n > 1, define two indicator
functions

]-7 L ﬁf Vg, < 1’ 1 T»Li V. < U
f(l‘la‘--;xn): ﬁzz*l o . ’ 9($1,...,1‘n): \/EZZ*I Ti
0, o.w. 0, o.w.

where ;1 and v are some arbitrary constants. The functions f and g have all of their influences
of order n=/2. Moreover, by the central limit theorem, if (x1,..., ;) is chosen uniformly and
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(Y1, - -, yn) is obtained from it through T®", then the joint distribution of ﬁ Yo, v, and ﬁ Do vy,
converges to that of two standard normal variables with correlation A = p. From this it follows
that E[f], E[g], and (f,T®"g) converge to y, v, and (F),, U,Fy)., respectively. A similar argument
holds for the lower bound.
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