Extraction and prediction of indices for monsoon intraseasonal oscillations: An approach based on nonlinear Laplacian spectral analysis
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Abstract

An improved index for real-time monitoring and forecast verification of monsoon intraseasonal oscillations (MISOs) is introduced using the recently developed nonlinear Laplacian spectral analysis (NLSA) technique. Using NLSA, a hierarchy of Laplace-Beltrami (LB) eigenfunctions are extracted from unfiltered daily rainfall data from the Global Precipitation Climatology Project over the south Asian monsoon region. Two modes representing the full life cycle of the northeastward-propagating boreal summer MISO are identified from the hierarchy of LB eigenfunctions. These modes have a number of advantages over MISO modes extracted via extended empirical orthogonal function analysis including higher memory and predictability, stronger amplitude and higher fractional explained variance over the western Pacific, Western Ghats, and adjoining Arabian Sea regions, and more realistic representation of the regional heat sources over the Indian and Pacific Oceans. Real-time prediction of NLSA-derived MISO indices is demonstrated via extended-range hindcasts based on NCEP Coupled Forecast System version 2 (CFSv2) operational output. It is shown that in these hindcasts the NLSA MISO indices remain predictable out to $\sim 3$ weeks.
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1 Introduction

The boreal summer monsoon rainfall over south Asia shows a strong intraseasonal variability with two dominant modes: a northeastward propagating mode with 30–60 day periodicity (Sikka and Gadgil 1980; Goswami and Ajayamohan 2001) and a westward propagating biweekly mode with 10–20 day periodicity (Krishnamurti and Bhalme 1976; Chatterjee and Goswami 2004). The low-frequency northeastward-propagating mode is generally known as the Monsoon Intraseasonal Oscillation (MISO; Krishnamurthy and Shukla 2007; Suhas et al. 2013), and is closely related to the Boreal Summer Intraseasonal Oscillation (BSISO; Kikuchi et al. 2012; Lee et al. 2013) which is conventionally defined using outgoing longwave
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radiation (OLR) data. The propagating characteristics of the MISO are more com-
plex compared to the eastward-propagating Madden Julian Oscillation (MJO) due
to its interaction with the mean monsoon circulation and other modes of tropical
variability. The phase of MISO occurring during the early and late monsoon season
influences the timing of the onset and withdrawal of the Indian summer monsoon,
respectively, and thereby the length of the rainy season (Sabeerali et al. 2012).
MISO also affects rainfall over the Indian subcontinent, playing a fundamental role
in the strength of the seasonal mean Indian summer monsoon and its predictabil-
ity (Goswami and Ajayamohan 2001; Ajayamohan and Goswami 2003; Gadgil
2003). Hence, an accurate prediction of various characteristics MISO phases and
extreme events associated with the Indian summer monsoon is highly significant.
In particular, the extended range prediction of MISO phases and real-time mon-
itoring of the MISO is vital for agricultural planning like sowing, harvesting and
water management (Sahai et al. 2013; Abhilash et al. 2014).

Several indices have been proposed in recent years for real-time monitoring and
forecast verification of the MJO and MISO (Wheeler and Hendon 2004; Lee et al
2013; Kikuchi et al. 2012; Suhas et al. 2013). Among these, the multivariate RMM
index (Wheeler and Hendon 2004), constructed through multivariate Empirical
Orthogonal Function (EOF) analysis of Outgoing Longwave Radiation (OLR) and
zonal wind data, is primarily designed to monitor the MJO, which peaks in bo-
real winter. For that reason, the RMM index fails to capture the northeastward
By applying Extended EOF (EEOF) analysis on seasonally partitioned, bandpass-
filtered OLR data, a bimodal MJO-BSISO index was introduced by Kikuchi et al
(2012) to represent the state of the intraseasonal variability during all seasons.
Other indices are based on multivariate EOF techniques (Lee et al. 2013), or
EEOF analysis (Suhas et al. 2013) and its equivalent multichannel singular spec-
trum analysis (MSSA; Krishnamurthy and Shukla 2007). In particular, the MISO
index proposed by Suhas et al. (2013) hereafter EEOF MISO index) has been used
since its introduction by the Indian Institute of Tropical Meteorology (IITM) for real-time MISO prediction [Sahai et al. 2013, Abhilash et al. 2013]. This index is based on EEOF analysis of longitudinally averaged JJAS rainfall data over the Indian Monsoon region, and captures the spatial and temporal MISO patterns reasonably well, isolating the northeastward-propagating 30–60 day periodicity band from the high-frequency westward propagating band [Suhas et al. 2013, Abhilash et al. 2013, 2014]. Yet, the seasonal extraction and longitudinal averaging required to compute these indices can potentially lead to loss of predictive information or mixing with other modes. More broadly, it is evident that discrepancies among these indices are caused by factors such as the physical variables, geographical domain, data preprocessing, and statistical analysis technique used in their definition. Indeed, an accurate and objective identification of tropical intraseasonal oscillations, including the MJO and MISO, remains a challenging open problem [Kiladis et al. 2014].

In this work, we introduce a new MISO index based on the Nonlinear Laplacian Spectral Analysis (NLSA) technique [Giannakis and Majda 2012a,b], and use that index to explore the possibilities of improving the real-time monitoring and prediction of MISO. NLSA is a nonlinear data analysis technique that combines ideas from delay embeddings of dynamical systems [Packard et al. 1980, Sauer et al. 1991] and kernel methods for harmonic analysis and machine learning [Belkin and Niyogi 2003, Coifman and Lafon 2006a] to extract spatiotemporal modes of variability from high-dimensional timeseries. These modes are computed using the eigenfunctions of a discrete Laplace-Beltrami operator—an operator which can be thought of as a local analog of the temporal covariance matrix employed in EOF and EEOF techniques, but adapted to the nonlinear geometry of data generated by complex dynamical systems. A key advantage of NLSA over classical covariance-based approaches is that it is able to extract modes spanning multiple timescales without requiring ad hoc preprocessing (e.g., seasonal partitioning or
bandpass filtering) of the input data. Thus, the method is well-suited for objectively identifying MISO patterns in noisy precipitation data.

NLSA has previously been employed to extract families of modes of variability from equatorially averaged (Giannakis et al. 2012; Tung et al. 2014) and two-dimensional (2D) (Szekely et al. 2016a,b) brightness temperature ($T_b$) data spanning interannual to diurnal timescales without prefiltering the input data (hereafter, we collectively refer to these references as GMST). These mode families include representations of the MJO and BSISO with higher temporal coherence (Szekely et al. 2016b) and stronger discriminating power between eastward and poleward propagation (Szekely et al. 2016a) than patterns extracted through EOF and EEOF/MSSA approaches. The MJO and BSISO modes from NLSA have also been used in low-order forecast models based on nonlinear stochastic oscillators (Chen et al. 2014; Chen and Majda 2015) and ensembles of analogs (Alexander et al. 2016) with useful predictive skill extending out to 40–50 day leads.

Here, we demonstrate that NLSA yields physically meaningful and highly predictable MISO modes when applied to unprocessed daily precipitation data from Global Precipitation Climatology Project (GPCP; Huffman et al. 2001) over the south Asian monsoon region. We find that compared to the conventional EEOF MISO indices, the NLSA-based MISO indices have higher memory and predictability. In particular, we perform hindcasts of these indices using operational extended-range output of the NCEP Climate Forecast System version 2 (CFSv2; Saha et al. 2014). We find that the NLSA-derived MISO indices remain predictable out to $\sim$ 3 weeks, which is a significant improvement over the $\sim$ 2 week predictability horizon of the EEOF MISO indices obtained via CFSv2 (Abhilash et al. 2014). It is important to note that in this work we only address prediction of MISO indices, as opposed to physical variables such as precipitation. Nevertheless, the physically meaningful OLR and rainfall patterns reconstructed using the NLSA MISO indices suggest that these indices should also be useful for real-time prediction of physical variables of relevance to monsoon.
The plan of this paper is as follows. An overview of the datasets and NLSA methodologies used in this study are presented in sections 2 and 3, respectively. Section 4 presents the hierarchy of modes extracted by NLSA applied on spatiotemporal data, focusing on the temporal and spatial properties of the MISO modes. A comparison of the NLSA modes with the conventional EEOF-based MISO modes is presented in section 5, and section 6 discusses real-time prediction of the NLSA MISO indices using CFSv2. The paper ends in section 7 with a summary discussion and concluding remarks.

2 Dataset description

We apply NLSA on daily GPCP rainfall data (Huffman et al, 2001) over the Asian summer monsoon region (20°S–40°N, 30°E–160°E) for the period 1997–2014. The spatial resolution of this dataset is 1° × 1°, amounting to n = 5500 gridpoints for the Asian summer monsoon region. The number of temporal samples is s = 6574. Note that we analyze the raw GPCP data for the full year period without performing any pre-filtering. To create the MISO phase composites, we use daily averaged outgoing longwave radiation (OLR) data from the NOAA advanced very high resolution radiometer (Liebmann, 1996) and lower level (850 hPa) wind anomalies obtained from the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kalnay et al, 1996) for the period 1998–2013. The horizontal resolution of these two datasets are 2.5° × 2.5°.

As hindcast data, we use precipitation fields from 45 day operational integrations of NCEP CFSv2. The CFSv2 is a fully coupled ocean-atmosphere-land model, with modified physics and higher resolution compared to its earlier version (CFSv1; Saha et al, 2014). In addition, this model has been identified as the base model for the Monsoon Mission project of the Government of India. Earlier studies have reported that the CFSv2 is able to adequately simulates the mean Indian summer monsoon features (George et al, 2016; Chattopadhyay et al, 2015; Ramu et al, 2016) and the subseasonal variability associated with it (Sabeerali...
Real-time MISO monitoring using NLSA et al. 2013; Goswami et al. 2014). For extended range MISO forecasts, 45 day lead
time model integrations were performed at IITM using the CFSv2 coupled model
(Sahai et al. 2013; Abhilash et al. 2014). In each monsoon season, 25 simulations
with different initial conditions were performed starting from May 31 to September
28 at 5 day intervals and each initial condition runs involve 40 ensemble members
(a total of $25 \times 40$ runs for each year). For verifying the NLSA MISO forecasts, we
use the ensemble mean of each initial condition run.

3 NLSA methodology

In what follows, we first summarize the NLSA methodology to compute the Laplace-
Beltrami eigenfunctions and associated spatiotemporal patterns from the train-
ing (GPCP) data (section 3.1), and then describe the procedure to compute the
eigenfunctions from previously unseen forecast data using out-of-sample extension
techniques (section 3.2). More detailed discussions on NLSA and the out-of-sample
extension procedure can be found in GMST, and in Zhao and Giannakis (2016)
and Comeau et al. (2016), respectively.

3.1 Overview of NLSA algorithms

Let $x(t_i)$ be an $n$-dimensional vector of gridded precipitation values over the South
Asia monsoon region at time $t_i = (i - 1) \delta t$. Here, $\delta t$ represents the 1 day sam-
ppling interval of the data, and $i$ is an integer ranging from 1 to $s$ so that the
start date of the training dataset (January 1, 1997) is assigned the reference time
$t_1 = 0$. Using the data $\{x(t_1), \ldots, x(t_s)\}$, NLSA computes a hierarchy of Laplace-
Beltrami eigenfunctions $\phi_0(t_i), \phi_1(t_i), \ldots, \phi_l(t_i)$ (which are temporal patterns that
can be thought of as nonlinear analogs of the principal components (PCs) in EEOF
analysis), and a corresponding collection of reconstructed spatiotemporal patterns
$\{x^{(0)}(t_i), x^{(1)}(t_i), \ldots, x^{(l)}(t_i)\}$ such that $\sum_{k=0}^{l} x^{(k)}(t_i)$ approximates the input sig-
nal $x(t_i)$. The NLSA pipeline consists of three main steps, as follows.
The first step, which is in common with EEOF analysis, is to construct a higher-dimensional, time-lag embedded dataset using Takens’ method of delays. Fixing a positive integer parameter \( q \) (the number of lags), each snapshot \( x(t_i) \) with \( i \geq q \) is mapped to the lagged sequence \( X(t_i) = (x(t_i), x(t_{i-1}), \ldots, x(t_{i-q+1})) \). Note that the dimension of the vectors \( X(t_i) \) is \( N = nq \), and that after time-lagged embedding \( n - q + 1 \) samples are available for analysis. Following GMST, we set \( q = 64 \); this choice corresponds to an intraseasonal embedding window of length \( q \delta t = 64 \) days. We verified our results with different embedding windows by computing eigenfunctions for \( q = 34, 48, \) and 90. Eigenfunctions computed using \( q = 34 \) and 48 exhibit mixing of different timescales, whereas those computed using \( q = 90 \) are in good agreement with our nominal choice, \( q = 64 \).

The next step in NLSA is to compute the kernel matrix \( K \) with entries \( K_{ij} = K(X(t_i), X(t_j)) \) given by

\[
K(X(t_i), X(t_j)) = \exp \left( -\frac{\|X(t_i) - X(t_j)\|^2}{\epsilon \xi(t_i) \xi(t_j)} \right).
\]

In the above, \( \epsilon \) is a positive kernel bandwidth parameter, and the quantities \( \xi(t_i) \) are “phase space velocities” measuring the local time-tendency of the data through \( \xi(t_i) = \|X(t_i) - X(t_{i-1})\| \). The kernel values \( K(X(t_i), X(t_j)) \) provide a nonlinear measure of similarity between samples \( X(t_i) \) and \( X(t_j) \) with \( K(X(t_i), X(t_j)) \) close to 1 or 0 meaning that \( X(t_i) \) and \( X(t_j) \) are highly similar or highly dissimilar, respectively. Due to the exponential decay of the kernel, this measure of similarity is local in the sense that for a fixed reference point \( X(t_i) \) sufficiently small \( \epsilon \), \( K(X(t_i), X(t_j)) \) is appreciable only in a small neighborhood of \( X(t_i) \) where the local geometry of the data (viewed as a cloud of points in \( \mathbb{R}^N \)) is approximately linear. Intuitively, operators constructed from \( K(X(t_i), X(t_j)) \) smoothly interpolate between such local linear patches that together make up the global nonlinear geometry of the data. This approach has been widely used in machine learning algorithms (e.g., \[2003\], \[2006a\]), but the novelty of the NLSA kernel lies in the fact that \( K(X(t_i), X(t_j)) \) depends on the
dynamical system generating the data due to both time lagged embedding (since changing the dynamics would change the snapshot sequences present in the time-lagged vectors) and the local phase space velocities $\xi(t_i)$. Time-lagged embedding is crucial for obtaining timescale separation in the eigenfunctions $\phi_i$, and the phase space velocities enhances the ability of the algorithm to capture intermittent rapid transitions. Since the calculation of $\xi(t_i)$ “uses up” the initial lagged-embedded sample $X(t_q)$, the kernel matrix $K$ has size $S \times S$ where $S = s - q$. Due to the exponential decay of the kernel, the entries of $K$ below a given threshold can be set to zero leading to a sparse matrix. Here, following GMST, we work with the bandwidth parameter value $\epsilon = 2$, and retain the largest 650 nonzero entries in each row of $K$ (which corresponds to $\sim 10\%$ of the total number of samples). To verify the sensitivity of our results to the value of $\epsilon$, we repeated our analysis with different $\epsilon$ values. We found that choosing $\epsilon$ in the interval 2–5 does not make qualitative changes in the results.

Having computed the sparse kernel matrix $K$, NLSA proceeds by normalizing it to obtain a Markov (row-stochastic) matrix $P$ using the normalization procedure introduced in the diffusion maps algorithm [Coifman and Lafon (2006a)]. Specifically, the matrix elements $P_{ij}$ are computed through the sequence of operations

$$
q_i = \sum_{j=1}^{S} K_{ij}, \quad K'_{ij} = \frac{K_{ij}}{q_i q_j}, \quad d_i = \sum_{j=1}^{S} K'_{ij}, \quad P_{ij} = \frac{K'_{ij}}{d_i},
$$

and it follows immediately that $\sum_{j=1}^{S} P_{ij} = 1$. The NLSA temporal patterns $\phi_k(t_i)$ are then determined by the eigenvectors of the Laplacian matrix $L = I - P$. That is, we solve the sparse eigenvalue problem

$$
L \phi_k = \lambda_k \phi_k, \quad \phi_k = (\phi_{1k}, \phi_{2k}, \ldots, \phi_{Sk})^T,
$$

and set $\phi_k(t_i) = \phi_{ik}$. It follows from standard properties of ergodic Markov chains that the eigenvalues $\lambda_i$ admit the ordering $0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_S$. Moreover, the eigenfunctions can be chosen to be orthonormal with respect to the
weighted inner product $\langle \phi_j, \phi_k \rangle := \sum_{i=1}^{S} \mu_i \phi_{ij} \phi_{ik} = \delta_{ik}$, where $\mu_i$ are positive weights with $\sum_{i=1}^{S} \mu_i = 1$, given by the entries of the (unique) left eigenvector of $P$ with corresponding eigenvalue 1. Conceptually, these Laplace-Beltrami eigenfunctions can be treated as nonlinear analogs of the principle components (PCs) in (E)EOF analysis, and can be used e.g., to create spatiotemporal reconstructions and phase composites. In particular, an exact recovery of the input signal is possible using all $S$ eigenfunctions, although of course in practice one works with the leading few eigenfunctions.

In a suitable limit of large data ($S \to \infty$ and $\epsilon \to 0$) $L$ converges to the Laplace-Beltrami operator on the manifold sampled by the lag-embedded data $X(t_i)$ for a Riemannian geometry that depends on the kernel $K$ (Coifman and Lafon, 2006a). That is, $L$ generates a diffusion process (random walk) on the nonlinear data manifold sampled by the data, which is statistically isotropic (i.e., the random walker takes steps with equal probability in every direction), but the notion of isotropy is with respect to a modified geometry that depends on the choice of kernel. The eigenfunctions $\phi_k$ correspond to preferred classes of functions that remain statistically invariant (up to an eigenvalue-dependent scaling) under that diffusion process. Moreover, the corresponding eigenvalues $\lambda_k$ can be interpreted as a measure of roughness (called Dirichlet energy) of the $\phi_k$ viewed as functions on the data manifold, much like the Laplacian eigenvalue $k^2$ corresponding to a Fourier function $e^{ik\theta}$ on a periodic domain measures roughness associated with the wavenumber $k$.

It is well known that for appropriate choices of kernel, eigenfunctions of diffusion operators on manifolds can reveal important relationships in complex data (Belkin and Niyogi, 2003; Coifman and Lafon, 2006a). In particular, a popular approach in harmonic analysis and machine learning is to use the $\phi_j$ as nonlinear dimension reduction maps, sending the $n$-dimensional snapshots $x(t_i)$ to the $l$-dimensional vectors $(\phi_1(t_1), \phi_2(t_2), \ldots, \phi_l(t_j))$ where $l \ll n$. Ordering the eigenfunctions in order of increasing corresponding eigenvalues, leads to the least rough
$l$-dimensional dimension reduction map in the kernel dependent geometry. For the class of kernels in time-lagged embedding space used in NLSA it can be shown that as the number of lags $q$ increases, the leading eigenfunctions become increasingly sensitive towards the subset of dynamical degrees of freedom with large Lyapunov stability, filtering out the unstable degrees of freedom. Quasi-periodic patterns, such as intraseasonal oscillations, are likely to be well represented by stable degrees of freedom, making NLSA a suitable technique for their detection in high-dimensional complex data (Berry et al, 2013). Indeed in section 4 ahead, we will see that NLSA recovers MISO from precipitation data through a doubly-degenerate pair of eigenfunctions with more realistic corresponding spatial features and higher predictability than the corresponding EEOF modes.

3.2 Out-of-sample extension

In real-time monitoring and forecasting applications it is important to be able to compute the values of NLSA eigenfunctions for previously unseen samples. Specifically, suppose that we are given a lagged sequence $Y = (y(t'_i), y(t'_{i-1}), \ldots, y(t'_{i-q+1}))$ of precipitation snapshots, where $t'_i$ represents time at forecast verification and the $y(t'_i)$ are $n$-dimensional vectors storing precipitation data over the South Asian monsoon region in the same manner as the training data $x(t_i)$. In the application of interest here, $Y$ will be constructed from CFSv2 output, or a concatenated sequence to CFSv2 output and GPCP data (to provide precipitation snapshots at times prior to CFSv2 initialization). To that end, we employ so-called Nyström out-of-sample extension techniques, originally introduced in the 1930s for interpolation of solutions of integral eigenvalue problems and adopted to the setting of kernel methods on manifolds by Coifman and Lafon (2006b).

Consider now the eigenfunction time series $\phi_k(t_i)$ with corresponding eigenvalue $\lambda_k$. Each value $\phi_k(t_i)$ of that time series can be naturally associated with the training sample $X(t_i)$ in lagged embedding space $\mathbb{R}^N$; i.e., we have the mapping $X(t_i) \mapsto \phi_k(t_i)$. In the Nyström method, that mapping is extended to arbitrary
points \( Y \in \mathbb{R}^N \) subject to a consistency requirement on the training data. That is, given \( Y \in \mathbb{R}^N \), we compute a quantity \( \hat{\phi}_k(Y) \) such that if \( Y \) happens to be equal to some \( X(t_i) \) in the training dataset, then \( \hat{\phi}_k(Y) = \phi_k(t_i) \).

The procedure to compute \( \hat{\phi}_k(Y) \) has its foundations in the theory for function interpolation in reproducing kernel Hilbert spaces, and follows closely the diffusion maps construction described in section 3.1. Specifically, we first compute the pairwise kernel values between \( Y \) and the samples in the training dataset, \( \hat{K}_j(Y) = K(Y, X(t_j)) \), and then perform the diffusion maps normalization procedure,

\[
\hat{K}_j(Y) = \frac{\hat{K}_j(Y)}{q_j}, \quad \hat{d}(Y) = \sum_{j=1}^{S} \hat{K}_j(Y), \quad \hat{P}_j(Y) = \frac{\hat{K}_j(Y)}{\hat{d}(Y)},
\]

where \( q_j \) is determined from (1). Note that \( \sum_{j=1}^{S} P_j(Y) = 1 \), and if \( Y = X(t_i) \) then \( \hat{P}_j(Y) = P_{ij} \). Introducing the row vector \( \hat{P}(Y) = (\hat{P}_1(Y), \ldots, \hat{P}_S(Y)) \), the out-of-sample extension of \( \phi_k \) is then given by

\[
\hat{\phi}_k(Y) = \frac{1}{1 - \lambda_k} \hat{P}(Y)\phi_k. \tag{2}
\]

The consistency condition on the training data follows from the facts that \( \hat{P}(Y) \) is equal to the \( i \)-th row of the matrix \( P \) from (1) when \( Y = X(t_i) \), and that \( \phi_k \) is an eigenvector of \( P \) corresponding to the eigenvalue \( 1 - \lambda_k \).

It is evident from (2) that Nyström extension becomes ill-conditioned when \( 1 - \lambda_k \approx 0 \), and this is consistent with our interpretation of the eigenvalues as measures of eigenfunction roughness (see section 3.1). That is, eigenfunctions with low roughness have \( \lambda_k \ll 1 \), and intuitively such eigenfunctions should be robustly extendable to previously unseen points \( Y \), but eigenfunctions with large roughness have \( \lambda_k \approx 1 \) and cannot be robustly extended.

### 4 Hierarchy of spatiotemporal modes revealed by NLSA

Applying the NLSA algorithm to the raw GPCP rainfall data as described in section 3.1 yields a hierarchy of Laplace-Beltrami eigenfunctions capturing coherent
patterns of rainfall variability. In order to identify the modes northward propagating boreal summer MISO, we examine the frequency spectra of the the eigenfunction time series, as well as spatial reconstructions and composites. Following the convention of section 3.1, we order the eigenfunctions in order of increasing eigenvalue; the latter are displayed in Figure 1. In what follows, we focus on the leading six eigenfunctions, whose time series and power spectral densities are displayed in Figure 2.

4.1 Periodic modes

As is evident by their strong spectral peak at the frequency 1/yr, the first two eigenfunctions, $\phi_1$ and $\phi_2$ (Figure 2a,b) represent the annual cycle. The timeseries of these eigenfunctions have the structure of a periodic wave (which is nearly sinusoidal in the case of $\phi_1$, whereas $\phi_2$ also exhibits higher-frequency overtones). Eigenfunctions $\phi_1$ and $\phi_2$ also exhibit discernible semiannual and triennial spectral peaks, respectively. Modes $\phi_3$ and $\phi_4$ (Figure 2c,d) have strong spectral peaks at the frequency 2/yr representing semiannual variability.

In spatiotemporal reconstructions (not shown here for brevity), mode $\phi_1$ shows a seasonal (winter to summer) shift of precipitation anomalies between the two hemispheres with strong precipitation anomalies in winter and summer months and relatively weak precipitation anomalies in other months. Moreover, the precipitation anomalies associated with this mode are stronger over land than over the ocean. On the other hand, the annual mode $\phi_2$ shows significant precipitation anomalies over oceanic region compared to land region and it shows strong anomalies during spring and autumn season. The semiannual modes $\phi_3$ and $\phi_4$ show significant precipitation anomalies over the equatorial Indian Ocean, and these anomalies appear twice a year in association with the ITCZ movement. Precipitation anomalies are initially seen over the equatorial Indian Ocean, and then propagates poleward towards the Indian subcontinent.
4.2 MISO modes

Eigenfunctions $\phi_5$ and $\phi_6$ represent the dominant MISO activity over the south Asian monsoon region. These eigenfunctions form a doubly-degenerate pair (Figure 1) of 90° out-of-phase amplitude-modulated waves with a spectral peak in the 1/(30 day)–1/(60 day) frequency band (Figure 2e,f). Moreover, they exhibit strong seasonality with the bulk of their activity taking place during the boreal summer months. The temporal evolution of eigenfunctions $\phi_5$ and $\phi_6$ is shown in more detail in Figure 3 for a two-year reference period, where the 90° phase difference and seasonality are clearly evident. The detailed view in Figure 3 also illustrates the absence of high-frequency noise from the $\phi_5$ and $\phi_6$ time series. Another important feature of eigenfunctions $\phi_5$ and $\phi_6$ is their non-Gaussian statistics. As shown in Figure 4, the probability density functions (PDFs) of the $\phi_5$ and $\phi_6$ timeseries have fat tails when computed from the year-round data, and their kurtosis values ($\kappa = 7.6$ and 3.8, respectively) are significantly higher than the $\kappa = 3$ kurtosis of the Gaussian distribution. Computed over JJAS, the PDFs of $\phi_5$ and $\phi_6$ become platykurtic (i.e., have lighter tails than a Gaussian distribution) with $\kappa = 1.5$ and 1.4, respectively. The non-Gaussianity of the NLSA eigenfunction PDFs contribute to their higher discriminating power compared to classical linear approaches (Szekely et al, 2016b).

In the spatial domain, NLSA MISO modes display the characteristic pattern of northeastward propagating anomalies associated with the MISO. This pattern is illustrated in Figure 5 with a spatiotemporal reconstruction of the 2004 monsoon season. The wet phase of MISO seen at the third week of June 2004 (Figure 5c) over the western/central tropical Indian Ocean propagates in the northeastward direction in the following days and reaches the foothills of Himalayas by the third week of July 2004 (Figure 5f). Following this event, a new wet phase of MISO initiates over the western/central tropical Indian Ocean in the last week of July 2004, and reaches the Himalayan foothills by the end of August 2004. The cycle
Real-time MISO monitoring using NLSA continues with the initiation of convection over the central equatorial Indian Ocean in first week of September 2004 and propagates northeastward.

Together, eigenfunctions \( \phi_5 \) and \( \phi_6 \) delineate the full life cycle of the northward propagating boreal summer convection band, and can be used to determine the phase and amplitude of the poleward-propagating rainfall anomalies associated with the MISO. Hereafter, we refer to eigenfunctions \( \phi_5 \) and \( \phi_6 \) as MISO1 and MISO2, respectively. Following previous works [Kikuchi et al., 2012; Székely et al., 2016a, b], we also define the NLSA MISO amplitude at time \( t \) via

\[
r(t) = \sqrt{\frac{\text{MISO1}(t)^2}{\sigma_1^2} + \frac{\text{MISO2}(t)^2}{\sigma_2^2}},
\]

where \( \sigma_1 = 1.03 \) and \( \sigma_2 = 1.02 \) are the standard deviations of the MISO1(\( t \)) and MISO2(\( t \)) time series, respectively when computed from the year-round data. Computed over the JJAS season, the standard deviations of MISO1(\( t \)) and MISO2(\( t \)) time series are 1.53 and 1.49, respectively. In what follows, we identify significant MISO events through the requirement that \( r(t) \) exceeds 1.5; this value is close to the JJAS standard deviations of the NLSA MISO indices.

4.3 Real-time monitoring via NLSA MISO indices

The daily evolution of the MISO can be monitored from the two-dimensional (2D) phase space diagram constructed from the NLSA MISO indices, shown in Figure 6 for three drought years. In Figure 6, the 2D phase space diagram is plotted for the extreme rainfall years where the All India summer monsoon rainfall (AISMR) index exceeds \( \pm 1 \) of its standard deviation (this corresponds to fractional rainfall anomalies exceeding \( \pm 10\% \)). In the period 1998–2013 there are three years where AISMR is less than \(-1\), namely the drought years 2002, 2004, and 2009. The remaining years in this period are normal rainfall years with \( |\text{AISMR}| < 1 \), and in particular there are no flood years. A list of all drought and flood years for the
In 2002, a severe drought year, strong MISO activity took place in the first phase of the monsoon season (June to mid-July), and was followed by subdued MISO activity in the remaining monsoon months (Figure 6). In contrast, 2004 was a moderate drought year with persistently strong MISO activity in JJA (June through August) and weak activity in the ensuing September. 2009 was also a severe drought year featuring weak MISO activity during the early and late monsoon season (June and September) and stronger activity during the peak of the season (July and August). Such day to day evolution of MISO can be used for real-time monitoring of monsoon intraseasonal rainfall variability (Abhilash et al, 2014). It is evident from Figure 6 that MISO activity does not always begin in phase 1 and end in phase 8; a behavior which has also been observed in the case of the MJO (Straub, 2013; Stachnik et al, 2015; Székely et al, 2016b). To illustrate the relationship between the NLSA MISO indices plotted in Figure 6 with actual rainfall data, in Figure 7 we compare the MISO2 time series against the corresponding bandpass-filtered (25–90 d) and unfiltered JJAS rainfall anomalies over the central Indian domain. Evidently, in all the three drought years the NLSA index is able to capture the active and break phases associated with the Indian summer monsoon. NLSA mode MISO1 also correlates well with the active and break phases in those years, but because this mode has a 90deg phase difference with MISO2, the correlation exhibits a time lag (not shown).

Following the familiar approach from RMM (Wheeler and Hendon, 2004) and EEOF (Suhas et al, 2013; Abhilash et al, 2013) indices, we divide the 2D phase space into eight phases, and compute phase composites by conditional averaging in each phase subject to the requirement that the instantaneous MISO amplitude $r(t)$ from (3) is greater than our significant event threshold (i.e., 1.5); the resulting composites for bandpass-filtered OLR and 850 hPa wind anomalies are shown in Figure 8. The composites indicate that an anticlockwise rotation from the phase
through phase 8 in the 2D phase space represents the poleward propagation of
the MISO. In particular, phase 1 represents the formation of enhanced convec-
tion anomalies (negative OLR anomalies) over the Indian Ocean, phases 2 and 3
(Figure 8b,c) the subsequent movement of convection towards the Indian subcon-
tinent, phases 4–6 (Figure 8d,e,f) the propagation of enhanced convection over the
subcontinent and Bay of Bengal, and phases 7 and 8 (Figure 8g,h) the breaking
over the subcontinent. The composites for bandpass-filtered rainfall (Figure 8i–p)
also exhibit consistent propagating MISO patterns. The realistic northward and
eastward propagation characteristics of the NLSA MISO modes can also be seen
in phase-latitude and phase-longitude plots in Figure 9. There, the phase-latitude
diagrams of both OLR and precipitation field show a clear northward propaga-
tion of the convective anomalies from the equatorial Indian Ocean (5°S) into the
northern latitudes (around 25°N) and a southward propagation from 5°S into the
southern ocean (Figure 9a,b). Moreover, the longitude-phase diagram of OLR and
precipitation anomalies averaged over the equatorial belt shows a clear eastward
propagation of convective anomalies from the western equatorial Indian Ocean to
the tropical western Pacific (Figure 9c,d).

A number of studies argue that Rossby wave emanation from eastward-propagating
convective anomalies is responsible for the poleward propagation of the MISO (Wang and Xie 1997, Kemball-Cook and Wang 2001, Annamalai and Sperber
2005, Ajayamohan et al 2010). Therefore, realistic simulation of this eastward
propagating convective anomalies in a model is thought to be essential for the
realistic northward propagation of the MISO (Sabeerali et al 2013). The phase
relationship between convection and circulation in Figure 9 shows evidence of the
Rossby wave emanation. In particular, the wind pattern in phases 3 and 4 dis-
plays a classical Matsuno-Gill Kelvin-Rossby wave response (Matsuno 1966, Gill
1980) with easterly anomalies along the equatorial western Pacific and two cy-
clonic gyres on either side of the equatorial Indian Ocean (Figure 8). This wind
pattern exhibits an asymmetry about the equator, indicating the role of Rossby
wave propagation in modulating MISO’s poleward propagation.

This Rossby wave propagation brings out the importance of the western Pacific
and maritime continents in determining the structure of MISO rainfall. Another
important feature of the MISO is the quadrupole-like convection pattern over
the Asian monsoon region in which positive (negative) anomalies persist as a
tilted band extending from the Indian subcontinent to the western Pacific and
negative (positive) anomalies exist to the south of this pattern over the Indian
Ocean and western Pacific (Annamalai and Sperber 2005; Pillai and Sahai 2015).
This structure is clearly captured in the OLR and rainfall composites in Figure 8,
especially in phases 5 and 6 where the amplitude of convection over the western
Pacific is strong and extends beyond the date line.

5 Comparison with EEOF-based MISO indices

To place our results in context, we compare the NLSA-based MISO modes with
the EEOF-based modes of Suhas et al (2013). As stated in section 1, the EEOF-
based MISO indices are currently used for real-time monitoring of MISO at IITM,
and one of the objectives of our study is to explore ways to improve the skill of
these real-time forecasts. We also note the study of Krishnamurthy and Shukla
(2007), who used MSSA to recover MISO modes from gridded rain gauge data
over India. The latter study is based on a different domain than the South Asia
monsoon region used by Suhas et al (2013) and in the present study, but uses a
mode extraction technique (MSSA) which is equivalent to EEOF analysis.

We have computed the EEOF MISO modes as described in Suhas et al (2013)
using same daily GPCP rainfall dataset described in section 2. Specifically, we
perform EEOF analysis on longitudinally averaged (over 60.5°E–95.5°E) GPCP
rainfall data for JJAS and the latitudes 12.5°S–30.5°N, after removing the climato-
logical mean and first three harmonics of the seasonal cycle. We use 15 EEOF lags,
sampled once per day. At a given time $t$, we define the MISO indices $\text{MISO}_1(t)$
and MISO2_E(t) from EOF PCs 1 and 2 (ordered in order of decreasing explained variance), and also define the EOF-based MISO amplitude index (cf. (5))

\[ r_E(t) = \sqrt{\frac{\text{MISO1}_E(t)^2}{\sigma_{1E}^2} + \frac{\text{MISO2}_E(t)^2}{\sigma_{2E}^2}}. \]

where \( \sigma_{1E} = 36.61 \) and \( \sigma_{2E} = 35.47 \) are the standard deviations of the MISO1_E(t) and MISO2_E(t) time series, respectively (computed by construction over JJAS).

Following Suhas et al. (2013), we identify significant MISO events through the requirement that \( r_E(t) > 1 \). Note that unlike EOF analysis NLSA operates on the raw 2D GPCP data requiring no removal of the seasonal cycle, restriction to JJAS, or longitudinal averaging. This reduces the risk of introducing subjective features in the recovered modes, and also opens the possibility to study interactions between MISO and NLSA modes operating on different timescales (not discussed here), including interannual and diurnal timescales (Székely et al. 2016a).

Figure 10 displays the joint temporal evolution of the MISO1 and MISO2 indices and the corresponding amplitudes obtained via NLSA and EOF analysis for the subset of the data covering the 1998–2013 JJAS period. There, it can be seen that the NLSA and EOF time series are in moderately good qualitative agreement, although the temporal evolution of the NLSA modes is markedly more coherent. Moreover, as shown in the amplitude plots in Figure 10(c), the significant MISO events detected via NLSA tend to be more persistent. Examined in terms of their statistics (Figure 4), the EOF-based MISO indices are more Gaussian than their NLSA counterparts.

Next, we compare the NLSA and EOF MISO indices in terms of their power spectral densities (Figure 11) and temporal correlation structure (Figure 12). As shown in Figure 11, the indices obtained via either of the two methods capture the central peak between 1/30 and 1/60 d\(^{-1}\) observed in the raw rainfall anomalies, and are also effective in removing the high-frequency content present in rainfall data. In general, the spectra of the NLSA indices have smaller high-frequency power than the EOF spectra, which is consistent with the remark made earlier.
that the time evolution of the former is more coherent than the latter. In Figure 12, the autocorrelation functions of the NLSA and EEOF MISO modes are compared with that of the observed bandpass filtered (25–90 d) rainfall anomalies. In general, the autocorrelation functions of the NLSA modes are closer to observations than the EEOF modes, especially at longer (±20 d) lags. In Figure 12b, the cross-correlation function between the two NLSA MISO modes, which are uncorrelated at lag zero by orthogonality of the eigenfunctions, exhibits a near-sinusoidal behavior with a reemergence of correlations (∼0.95 values) at ±11 day lags. This behavior is indicative of a coherent, and hence predictable, harmonic oscillator. In the case of the EEOF modes, the cross-correlation function is characterized by a marked amplitude decay, with the minima/maxima occurring earlier (at ±7 d) and attaining smaller absolute values (∼0.7). Overall, these results indicate that the NLSA indices retain their memory for a longer period (Figure 12), while capturing the dominant spectral peak of MISO efficiently (Figure 11).

We now turn attention to spatial composites. Figure 13 shows similar OLR and wind composites to the NLSA-based composites in Figure 8, constructed via the EEOF MISO indices. These composites clearly exhibit the typical lifecycle of the MISO, including its northeastward propagation and zonal and meridional structure, but certain features are not as well represented as in NLSA. In particular, the EEOF-based composites have weaker loadings of convection anomalies over the Maritime continent and Western Pacific and therefore a less developed tilted zonal convection band beyond the date line. These features are also evident in rainfall composites (Figure 13). To further assess the skill of NLSA and EEOF analysis in capturing the regional heat sources we examine spatial maps (Figure 14) showing the percentage of fractional variance of bandpass-filtered rainfall anomalies explained by the spatial composites from the two methods. Consistent with the spatial composites in Figure 8, NLSA yields a realistic variance pattern and captures the regional centers of MISO activity. Compared to the EEOF-based variance maps, NLSA explains larger fractional variance over important MISO
regions including the western Pacific, Western Ghats, the adjoining Arabian Sea. Note that capturing the variability over Indo-West Pacific region is particularly important in determining the propagation characteristics of MISO (e.g. Pillai and Sahai 2015). In summary, the results in Figures 8, 13, and 14 indicate that NLSA outperforms EEOF analysis in capturing variability over the regional heat sources associated with the MISO.

6 Application to extended-range prediction of MISO indices

In this section, we demonstrate the skill of the NLSA MISO modes identified in section 4 in real-time prediction of MISO indices. In particular, we use the CFSv2 operational data described in section 2 to create hindcasts of the NLSA MISO1 and MISO2 indices, and demonstrate the skill of these hindcasts by comparing the predicted values of the indices against the true values computed from GPCP data.

Recall from section 3.2 that the Laplace-Beltrami eigenfunctions (including the NLSA MISO indices) can be evaluated for an arbitrary lagged sequence $Y$ using out-of-sample extension techniques. In the scenario of interest here, $Y$ has the structure $Y_{\text{pred}}(t'_i) = (y(t'_i), y(t'_{i-1}), \ldots, y(t'_{i-q+1}))$, where $t'_i$ is the forecast verification time for the $i$-th hindcast experiment under study, and $y(t'_{i-j})$ is the vector predicted rainfall values over the Asian summer monsoon region at time $t'_{i-j}$, $j \in \{0, 1, \ldots, q-1\}$. When $t'_{i-j}$ is smaller than the forecast initialization time, $\tau_i$, we set $y(t'_{i-j})$ equal to the historically observed GPCP rainfall $x(t'_{i-j})$. This takes into account that the fact that evaluation of the NLSA MISO indices requires information from a time interval containing $q$ rainfall snapshots, and if $t'_{i-j} \leq \tau_i$, this interval includes times prior to CFSv2 initialization time. The predicted value $\hat{\phi}_k(Y_{\text{pred}})$ for the MISO indices is then determined via Nyström extension using (2). We also use (2) to compute the true values for the monsoon indices, replacing $Y_{\text{pred}}(t'_i)$ with the lagged vector $T_{\text{true}}(t'_i) = (x(t'_i), x(t'_{i-1}), \ldots, x(t'_{i-q+1})$ constructed from the GPCP data.
We have performed such hindcast experiments using CFSv2 runs for the period 2008-2010, initialized at five-day intervals from May 31 to September 28 of each year. Figure 15 shows the corresponding pattern correlation (PC) and root mean square error (RMSE) scores computed for lead times ranging from 0 to 45 days. The PC scores for both MISO1 and MISO2 (Figure 15a) exhibit an initial period of persistence to $\gtrsim 0.9$ values for up to $\sim 10$ day leads. The PC scores then begin a more rapid decay, but remain greater than 0.8 for $\sim 3$ weeks. The RMSE scores (Figure 15b) show a nearly linear increase with lead time, crossing the 1 standard deviation threshold after $\sim 3$ weeks. It is clear from these analysis that the NLSA MISO indices remain predictable out to $\sim 3$ weeks (Figure 15). These results indicate that NLSA based MISO indices in CFSv2 are good choices for real-time MISO monitoring and index prediction.

To further assess the skill of NLSA-CFSv2 for real-time MISO forecasts, we examine in Figure 16 phase space trajectories of the MISO1 and MISO2 indices for four representative hindcast experiments. The cases shown in Figure 16a,b,e,f are examples of successful forecasts. In Figure 16a, the truth signal shows a MISO event that starts at phase 4 in May 31, 2008 and subsequently moves northward, weakens its amplitude at phase 8 in July 2, 2008. The predicted trajectory successfully tracks the truth for up to 32 days, and then slightly deviate from the truth (Figure 16e). Similarly, in Figure 16b, the observed MISO becomes significant in September 2, 2010 in phase 2 and then follows its northward propagation until it reaches phase 7 in the end of September. The predicted trajectory realistically captures the truth until the middle of September 2010 and then a moderately small deviation can be seen from the truth (Figure 16f). On the other hand, the examples in Figure 16c,d,g,h are unsuccessful forecasts. In these two cases, the forecasted MISO trajectory is reasonably good for up to 10 day leads, and then fails to track the truth trajectory. It is found that out of the 75 test cases analyzed, 78% are comparably successful to the cases in Figure 16a,b,e,f and 22% are comparably unsuccessful as the cases in Figure 16c,d,g,h. Overall, the results in
Figure 16 illustrate that the forecast skill can have large spread depending on the initial data, though on average the forecasts of the NLSA MISO indices generated using CFSv2 runs are useful out to at least three-week leads.

As a comparison with EEOF-based indices, we note that Suhas et al (2013) have estimated the MISO prediction skill using CFSv1 (an earlier version of CFSv2), and found that MISO1 (MISO2) forecasts have skill for up to 13 (9) days. In their study, they used a lag of 15 days to resolve the northward propagating MISO. Using the same EEOF-based indices, Abhilash et al (2014) have reported that the MISO1 (MISO2) prediction skill of CFSV2 is 17 (14) days. It should be kept in mind that both NLSA and EEOF based approaches for real-time forecasting of MISO indices require past observational data in addition to the model forecast data, and this introduces some ambiguity about the contribution of the model in attaining the observed prediction skill. A difference between the the EEOF-based approaches of Suhas et al (2013) and our NLSA-based approach is that we use a longer, 64 day, embedding window (which is comparable to the 61 day window used by Krishnamurthy and Shukla, 2007) in conjunction with kernel eigenfunctions to resolve a coherent MISO evolution. As a result, our forecasts depend more strongly on past observations of nature as opposed to CFSv2 output, especially for short leads.

In general, a direct comparison between data-driven indices, including EE-OFs and NLSA, is not very meaningful since all such indices have a degree of subjectivity (though NLSA attempts to minimize that subjectivity by avoiding pre-processing of the input data). Instead, a more appropriate comparison would involve using these indices to predict physical observable (e.g., average rainfall over a given region) of interest to forecasters and stakeholders. While such a comparison is beyond the scope of this work, the fact that the NLSA MISO modes realistically capture the structure of a number of key physical variables associated with the MISO (in particular, rainfall, convection (OLR), and circulation; see Figures 8-9).
and [14] is encouraging for future applications of NLSA in real-time monitoring and forecasting aspects of MISO beyond indices.

7 Summary and conclusion

In this paper, we have developed improved indices for real-time monitoring and forecast verification of the MISO using NLSA; an objective data analysis technique for decomposition of high-dimensional time series. A key advantage of NLSA over classical eigen decomposition techniques is improved timescale separation and ability to detect intermittent patterns through the use of kernel methods in conjunction with Takens delay embeddings. Applied to GPCP rainfall data over the Asian summer monsoon region, NLSA yields a hierarchy of spatiotemporal modes spanning annual to subseasonal timescales. This hierarchy includes an in-quadrature pair of modes representing the full life cycle of MISO with improved temporal and spatial characteristics compared to the conventional EEOF-based MISO indices [Suhas et al. 2013]. These features include improved temporal phase coherence while maintaining the ability to isolate the northeastward-propagation and 30–60-day MISO periodicity from the broad band rainfall data, as well as strong seasonal activity in the boreal summer (emerging without having to partition the input data). Moreover, the NLSA modes seems to better-resolve the tilted structure of MISO convention and its associated quadrupole circulation structure through phase composites, and also explain more fractional variance over the western Pacific and Western Ghats and adjoining Arabian Sea regions. This is a value added feature of MISO as the regional heat sources and Pacific variability has a significant influence over the monsoon variability.

Real-time monitoring and prediction of MISO using a global coupled model assumes significance in light of its applications in agriculture, construction and hydro-electric power sectors. Here, we have demonstrated that the NLSA-derived MISO indices can be sucessfully predicted using CFSv2 out to ~ 3 weeks. Despite the noisier nature of rainfall data, these results are comparable with the 40–50
day predictability results for NLSA-based MJO and BSISO indices recovered from \( T_b \) data and predicted via the statistical models of Chen et al. (2014), Chen and Majda (2015), and Alexander et al. (2016). It should be noted that a topic that we have not addressed in this work is statistical forecasts of physical variables of relevance to monsoon (in particular, rainfall) conditioned on the NLSA indices. While the skill of such forecasts remains to be studied in future work, the physical interpretability and temporal coherence of the NLSA modes is encouraging for their utility in physical variable prediction. In addition, the merits of NLSA-derived indices over indices based on conventional linear approaches gives a scope for using this technique for the real-time monitoring and forecast verification of MISO, and can supplement the existing EEOF-based indices used at IITM.
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Fig. 1 Eigenvalues corresponding to the leading 10 Laplace-Beltrami eigenfunctions. Asterisks represent annual modes, crossed circles represent semiannual modes, and inverted triangles represent monsoon intraseasonal oscillation (MISO) modes.
Fig. 2 Leading six Laplace-Beltrami eigenfunctions for the period January 2003 to December 2004 (left panels) and the corresponding power spectra (right panels). The power spectra are computed for the period January 1998 to December 2013. The blue lines represent the 1/(90 days) and 1/(30 days) frequencies, and the green lines represent the 1/year, 2/year and 3/year frequencies. Red lines indicate 95% confidence intervals based on a Markov red noise spectrum.
Fig. 3 Laplace-Beltrami eigenfunctions corresponding to the monsoon intraseasonal oscillation (NLSA MISO1 and NLSA MISO2) plotted together for the period January 2003 to December 2004.
Fig. 4 PDFs of MISO indices from NLSA (a,b) and EEOF analysis (c,d). The black curves show Gaussian fits estimated via nonlinear least squares.
Fig. 5 Reconstruction of the MISO evolution for the period June 2004 to September 2004. The spatiotemporal map represent the GPCP rainfall anomalies (mm/day) obtained from the NLSA MISO indices for the period June 2004–September 2004.
Fig. 6 2D phase space diagrams for the NLSA MISO indices, showing the significant MISO events in three typical drought years: (a) 2002, (b) 2004, and (c) 2009. An anticlockwise propagation from the phase 1 represents MISO’s northward propagation. The circle centered at the origin has radius equal to 1.5, which is our threshold for identification of significant MISO events based on the $r(t)$ index from [3].
Fig. 7 Time series of the MISO2 index from NLSA and bandpass-filtered (25–90d) and unfiltered rainfall anomalies averaged over the central Indian domain (10.5°N–25.5°N, 70.5°E–85.5°E) for JJAS of the three drought years depicted in Figure 6.
Fig. 8 (a–h) Phase composites of bandpass-filtered (25–90d) OLR (colors) and 850 hPa winds (vector) anomalies obtained from NLSA MISO modes. (i–p) same as (a–h) but for the bandpass-filtered (25–90d) rainfall (colors) and 850 hPa winds (vector) anomalies. The number of days used to create each composite is shown at the top left of each panel.
Fig. 9 (a,b) Latitude-phase diagrams for the phase composites of (a) OLR anomalies (b) rainfall anomalies from Figure 8 averaged over 70°E–100°E. (c,d) The corresponding longitude-phase diagrams for anomalies averaged over 5°S–5°N. For non-integer phase values, the anomalies are computed by interpolating between the 8 phases.
Fig. 10 (a) MISO1 indices for the 1998–2013 JJAS period obtained from NLSA (red line) and EEOF analysis (blue line). (b) same as (a) but for the MISO2 indices. (c) MISO amplitude index for the 1998–2013 JJAS period obtained from NLSA ($r(t)$; red line) and EEOF analysis ($r_E(t)$; blue line). In (a, b), each index is normalized by its own standard deviation In (c), horizontal black lines indicate the thresholds for significant MISO events based on NLSA and EEOF analysis, i.e., $r(t) > 1.5$ and $r_E(t) > 1$, respectively.
Fig. 11 Composites of the power spectra of rainfall anomalies over the monsoon core region (black line; 10.5°N–25.5°N, 70.5°E–85.5°E). Green lines represent spectra of NLSA MISO1, blue lines represent spectra of EEOF MISO1 and red lines represent Markov Red noise spectrum of observed rainfall anomalies over the monsoon core region. Sixteen boreal summer season (1998–2013, JJAS) rainfall data is used for this calculation.
Fig. 12 (a) Autocorrelation function of the NLSA and EEOF MISO modes compared with the autocorrelation function of bandpass filtered (25–90 d) rainfall anomalies over the monsoon core region. (b) Cross-correlation functions of the NLSA and EEOF MISO modes.
Fig. 13 (a–h) Phase composites of bandpass-filtered (25–90d) OLR (colors) and 850 hPa winds (vector) anomalies obtained from EEOF MISO modes. (i–p) same as (a–h) but for the bandpass-filtered (25–90d) rainfall (colors) and 850 hPa winds (vector) anomalies. The number of days used to create each composite is shown at the top left of each panel.
Aggregate fractional variance associated with the (a) NLSA and (b) EEOF phase composites of bandpass-filtered rainfall anomalies. The aggregate fractional variance at each gridpoint is estimated as the ratio between the variance of phase composites and the total bandpass-filtered rainfall anomalies. The variance of phase composites is estimated from the eight life cycle composites in Figure 8i–p and Figure 13i–p. The total bandpass-filtered rainfall anomalies is calculated for the period 1998–2013.

Fig. 14
Fig. 15 (a) Extended range prediction skill of MISO modes and (b) root mean square error (RMSE) of the predicted MISO modes at each lead time estimated via out-of-sample extension of the NLSA modes using the CFSv2 hindcast data.
Fig. 16 Forecasts of the NLSA MISO indices for four initial condition runs of CFSv2 (right panels, e–h). Forecasts shown in the right-hand panels are verified with the GPCP rainfall observations (left panels, a–d). Colors denote month. The circle centered at the origin has radius equal to 1.5, which is our threshold for identification of significant MISO events based on the \( r(t) \) index from [5].