METASTABILITY CASCADES AND PREWETTING IN THE SOS MODEL

REZA GHEISSARI AND EYAL LUBETZKY

ABSTRACT. We study Glauber dynamics for the low temperature (2 + 1)D Solid-On-Solid model on a box
of side-length n with a floor at height 0 (inducing entropic repulsion) and a competing bulk external field A
pointing down (the prewetting problem). In 1996, Cesi and Martinelli showed that if the inverse-temperature /3
is large enough, then along a decreasing sequence of critical points ()\S,k))ka © the dynamics is torpid: its inverse
spectral gap is O(1) when A € (A% A™)) whereas it is exp[O(n)] at each A for each k < K, due to a
coexistence of rigid phases at heights £ + 1 and k. Our focus is understanding (a) the onset of metastability as
An 1 )\ﬁk); and (b) the effect of an unbounded number of layers, as we remove the restriction £ < K, and even
allow for \,, — 0 towards the A = 0 case which has O(log n) layers and was studied by Caputo et al. (2014).
We show that for any k, possibly growing with n, the inverse gap is exp[©(1/|\, — )\Ek>|)] as A 1 A up
to distance n~*+°() from this critical point, due to a metastable layer at height & on the way to forming the
desired layer at height £+ 1. By taking \,, = n~® (corresponding to k, = log n), this also interpolates down to
the behavior of the dynamics when A = 0. We compliment this by extending the fast mixing to all A uniformly
bounded away from (,\ﬁ’“) ). Together, these results provide a sharp understanding of the predicted infinite
sequence of dynamical phase transitions governed by the layering phenomenon.

1. INTRODUCTION

Consider the low-temperature Solid-On-Solid (SOS) model on A,, = [-5, 5 2. with zero boundary
conditions, a floor at height zero, and an external field A = \,, > 0 pointing downward: The model assigns

a height function ¢ : A,, — [0, n] (viewed as a surface inside a cube of side length n) the probability

fn () EXp(—BZ |ou — o] —AZsov), (1.1)
u~v v
where § > 0 is the inverse-temperature, we let © ~ v denote nearest-neighbor adjacency between the
vertices u, v, and ¢, is taken to be O for all z ¢ A,, as per the boundary conditions. The study of this
family of models in the statistical physics literature goes back to Burton, Cabrera and Frank [4] in 1951 in
dimension (2+ 1) and to Temperley [46] in 1952 in dimension (1 + 1) as models of crystal formation/growth
and approximations to the low-temperature plus/minus interface in the Ising model.

The model at A = 0 and no floor (the integer height function ¢ can also take negative values) is associated
with a roughening phase transition exclusive to dimension 2 + 1: for some Sz > 0 (numerical simulations
suggest fr ~ 0.806) the SOS surface is rough at 8 < [y (e.g., the variance of ¢, diverges with n) whereas
it is rigid (the variance is O(1)) for § > g (see [20,21] and [2] for B « 1 and 8 » 1, resp., and [32]
proving they form a dichotomy). When setting the surface above a floor (a hard constraint ¢ > 0) at the low
temperature regime (5 large), it exhibits entropic repulsion [3]: the average height is propelled from O(1)
to ©(logn), despite the energetic cost charged along the zero boundary conditions, in order to gain entropy
via downward-pointing spikes. When A = \,, > 0, the field induces an additional downwards force on the
interface, inducing a non-trivial competition with the entropic repulsion, known as the prewetting regime.

We study Glauber dynamics for the SOS model from Eq. (1.1)—a continuous-time single-site Markov
chain that, on one hand, gives a simple local recipe for sampling i, x, and on the other hand, serves as a
natural physical model for the evolution of a random surface towards the SOS measure at equilibrium. When
the SOS surface is concentrated at height h (e.g., h = ©(logn) when A = 0), understanding the rate of
convergence of this dynamics to y, ) is closely related to the time it takes the surface to successively create
h macroscopic layers (each grown out of local droplets) starting, e.g., from the all-zero configuration.
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More precisely, the Glauber dynamics assigns every site in A,, a rate-1 Poisson clock, and every time such
a clock rings, it updates the height ¢, at the corresponding site v to one of {¢, — 1 v 0, ¢y, s + 1 A n},
weighted by the conditional probabilities induced on these by 1, » given {¢,, : © # v}. Said probabilities
(and by extension, the update rule at v) depend only on {¢,, : u = v or u ~ v} due to the nearest-neighbor
interactions in Eq. (1.1), and by construction, the chain is reversible w.r.t. its stationary distribution ji,, . A
standard way to measure its rate of convergence to equilibrium is the spectral-gap of its generator, denoted
gapp,x, which governs the mixing time in L?-distance, and its dependence on the system size n as n — o0.

With no external field (A = 0), Caputo et al. [9] showed that the inverse gap of Glauber dynamics for
the (2 + 1)D SOS model above a floor satisfies gap_, § = exp[©(n)], as the surface encounters a sequence
of metastable states towards equilibrium: starting from the all-zero state, it takes it time doubly-exponential
in k—approximately exp[ce*?*]—to create a new macroscopic layer at height &, with the bottlenecks at the
final levels of height ~ ﬁ log n dominating the mixing time and costing exp[cn].

In the presence of a bulk external field A > 0 pointing downward, the competition between the field and
the entropic repulsion may lower the typical surface height. For A > 0 fixed, this lowers the SOS surface
to height & = k()\), where as we vary A | 0, the preferred height k() of the surface will grow as ﬁ log %

Due to the rigidity of the surface, this induces a sequence of critical points )\gk) ~ e 48k at which the two

heights k& + 1, k are both (equally) stable. (A similar infinite sequence of critical points along which the
interface height diverges occurs in the wetting problem, where in lieu of the bulk external field A the surface
is tilted by A >}, 1, —o, rewarding only sites that are pinned to height 0. A detailed understanding of this was
developed by Lacoin [30, 31] confirming the predicted phenomena [13]. See also [1, 17] and the excellent
survey by loffe and Velenik [27] for more on the layering phenomena associated with wetting/pinning.)
In our prewetting framework, at sufficiently low temperatures (large enough ), an extensive study of the
statics and Glauber dynamics for this model' by Cesi and Martinelli [11, 12] in 1996 established a finite

number of dynamical phase transitions ()\ﬁk) )fﬁ o-

Theorem ([12]). Fix 3 > 0 large enough, and consider Glauber dynamics w.r.t. jip, ). There is a sequence

of critical points (Agk))kaO, where K3 = [exp(%)], such that for every k = 0, ..., Ka:

1. If\e ()\((;kﬂ), /\2’“)) then gap_, \ = ©(1) (moreover, under any boundary condition);
2. If A= AP then gap,, s = exp[O(n)] under free boundary conditions;

where the implicit constants depends on both 3 and \.

Our aim here is to (a) understand the interpolation between the two behaviors given by [11, 12]—
exponentially slow mixing at A\ = Aﬁ’“) as opposed to fast mixing at A # )\((;k), as we take A = \,, — )\gk);
and (b) obtain the complete picture of an infinite sequence of dynamical phase transitions by removing the
restriction on K g, and en route, show the interpolation from the A fixed case to the A = 0 case studied in [9].

It ought to be noted that the analysis of the model in [1 1, 12] is quite involved, and itself was built on (and
refined) a highly nontrivial study of the model in infinite-volume by Dinaburg and Mazel [15] (where a full
infinite sequence of critical values (Agk))fzo for limiting free energies was derived). As mentioned in [11] as
well as in the survey [27, §4.1.1], it was unclear whether extending the results of [11,12] to Kg 1 oo (ideally
up to k = ©(logn) where the A = 0 behavior is observed) was technical or would required different ideas.
(An outline of how some of the equilibrium results in [1 1] may be pushed beyond the restriction k¥ < Kpg

was sketched by Lebowitz and Mazel [33], albeit still for for A and & fixed independently of n.)

Our main theorem establishes the full infinite sequence of metastability windows of A about ()\gk)),;'ozo,
with the distance of ),, to the nearest critical point determining the rate of the exponential slowdown.
Namely, the rate of metastability is determined by the time it takes a surface that is predominantly at height
k to generate a critical droplet at the desired height k¥ + 1. The size needed for the droplet to be stable

I The setup of [11, 12] technically considers ¢ : A,, — Zxo, i.e., no upper bound on the maximal height. For A bounded away
from 0 uniformly in n, as they were considering, results with and without a ceiling readily transfer back and forth.
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FIGURE 1. The inverse gap gap;&n under zero boundary conditions plotted against A,
demonstrating the diverging sequence of metastability cascades as A | 0. The slowdowns
near the critical points are expected to be asymmetrical due to the boundary condition.

is in turn determined by an isoperimetric tradeoff and the difference of A to )\,(;k). (A similar metastability
induced by the time to grow a critical droplet is seen in the dynamics of a low-temperature 2D Ising model
with (+)-boundary and a competing small (—) external field, as was studied in [45]: see also [43,44]).

Theorem 1.1. Consider the SOS Glauber dynamics at 3 > [y large enough and a bulk external field \,, > 0
with zero boundary as per Eq. (1.1). There exists a sequence of critical points (Agk))fzo such that, if we let

at(z) := mkin{()\gk) —2): AP > 2} and d(x) = m}jn{]Agk) —z|}, (1.2)
then the following holds: for every € > 0 there exist constants c(g), C(8,¢) > 0 such that for all n,

(1) If Ny, is such that d(\,) > ¢ then C~! < gap;&n < C.
(2) If Ay, is such that cﬁl% <dt(\,) < ¢ then®

1 1 C(log n)S]

1 —1
c V2P [Cd*()\n)] S gap,), S eXp[ d(\)

The following corollary sharply characterizes the onset of metastability in the two regimes which served

(1.3)

as our earlier motivation: (a) as A\, 1 Agk"), and (b)as A\, | 0.

Corollary 1.2. In the setting of Theorem 1.1, for any fixed 0 < « < 1, in either of the following situations:

(a) \p, = AP O(n™%) forany 1 < k < o(logn),
(b) Ay = O(n~?) such that d(\,) = n™% (e.g., the sequence )\, = e P~4Pkn for k,, = |35 log ),

we have gap;&n = exp[©(n®)].

In Item (a) of Corollary 1.2, the typical interface will be localized at height k£ + 1, but under k£ boundary
conditions, only height-k + 1 layers of size greater than n® are desirable (smaller ones have do not have
enough room for the entropic repulsion to propel them to height k£ +1). As the dynamics climbs from below,
say initialized at all-zero, this generates a bottleneck, whereby there is an exponential in n® waiting time to
randomly form such an atypically large droplet. In Item (b), initialized from all-zero, there is a cascade of

2This restriction can in fact be replaced with ink < d*(\,) where k is the index at which d* () is attained.
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FIGURE 2. The inverse gap gap;{\n for the model under periodic boundary conditions
plotted against A. The critical slowdowns are symmetric, as per the bounds of Theorem 1.3.

metastable transitions with times exponential in (/\ék) — A\n)k>0 to go from k to k + 1, with the final one to
getto k, = [% log n| dominating the mixing time. See Fig. 1 for a rough depiction of the above.

As evident from the fact that Eq. (1.3) features d*(\,,) in the lower bound yet d()\,,) in the upper bound

) (k)

(measuring the distance to the closest critical point )\ﬁk in the latter yet only to the closest Az’ above A,

in the former), we expect the mixing time to be asymmetric in the window about each /\((;k) (see Fig. 1).
Indeed, when d(\,,) <« dT(\,), e.g., A | AP the typical interface is rigid about height &, but in a region
with boundary conditions & + 1, only height-k layers of size greater than d(\,)~! will be desirable. This
would induce an exponential slowdown if the boundary conditions were above height k, but the height-
0 boundary conditions enable the demolition of the height-%k layer from the outside inwards (via droplet
shrinkage). This dynamical picture—in particular, if we identify heights {< k} as minus spins and heights
{> k} as plus spins—is in analogy with (and more complicated than) the dynamics of the low-temperature
Ising model with minus boundary conditions, initialized from all-plus (possibly with a small negative field
of d(\y)), which is a notoriously hard open problem in the mixing time literature: see [36] for the best
known bounds. In particular, for fixed k, exactly at /\((;k), and with zero boundary conditions, one would
expect the mixing time to be polynomially fast, with a ©(n?) inverse gap. We discuss the delicate expected
behavior in this regime in more detail in Section 1.2.

When considering the SOS model under periodic (instead of zero) boundary conditions—that is, A,, in
Eq. (1.1) is replaced by (Z/nZ)?*—the above asymmetry is no longer present, as illustrated by the next

theorem. (See Fig. 2 for a depiction of the bounds of Theorem 1.3 symmetric about (Agk))fzo.)

logn
n ’

Theorem 1.3. In the setting of Theorem 1.1 but with periodic boundary conditions, so long as A\, =
for every e > 0 there exists C(3, ) such that for all n,

(1) If Ay, is such that d(\,) = ¢, then C~' < gap;&n < C.

(2) If Ny, is such that d(\,,) < ¢, then
1 1 [ 1 1

c V2P E(“ ™ a0w)

The case of free boundary conditions, which was the setting in which [12] showed exp[©(n)] mixing

at ()\gk)),ffo, is similar to the torus in that the boundary conditions do not favor one of {k,k + 1}. If

An is uniformly bounded away from 0, the factor of log n in the upper bound of Item 2 of Theorem 1.3 can
similarly be dropped (see Remark 6.5), thus recovering for a fixed A, bounded away from 0, the same bounds

0n3
(log )>]

)] < gap;’&n < exp [C’(nlognA a0
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for the torus as obtained in [12] for free boundary conditions. Moreover, Theorem 1.3 allows A to be taken
arbitrarily close to 0, as well as \,, approaching O or a critical point with n. While we did not pursue this, it
should be possible to could modify the arguments of this paper to the case of free boundary conditions.

We conclude this part with a brief comment on other possible boundary conditions. In analogy to the
low-temperature 2D Ising model, the metastable windows can be quite sensitive to the choice of boundary
conditions. If the boundary conditions were high, rather than at 0, they would favor height £ + 1 over k
near /\gk), and Item 2 of Theorem 1.1 would apply with d* replaced by d~ = ming{(z — )\Ek)) : )\gﬂ) < x}.
Dobrushin-type boundary conditions, say {< k} on half the boundary and {> k} on the other half, should
induce interfaces and rich static and dynamic behaviors: see the discussion of these interfaces as d(\,) | 0
in Section 1.2. Finally, the O(1) inverse gap bound of Item 1 in Theorem 1.1 applies for all fixed boundary
conditions, so long as n is sufficiently large as a function of ¢, extending the fast mixing results of [12]

(which needed \ > )\EKB )) to hold for A arbitrarily close to 0 (while kept (1) in n).

1.1. Proof ideas. The proofs in our paper are divided into two parts, the equilibrium portion comprising
Sections 3 to 5 and the dynamical portion comprising Sections 6 and 7.

Our analysis of the equilibrium estimates differs from the works [11,15] first and foremost via its focus on
level lines (viewing the SOS configuration as a contour ensemble, each associated to a level using appropriate
boundary conditions). The aforementioned previous works on the A > 0 setting studied cylinders as the
main objects—maximal stacks of contours (all having the same projection on Z?). Operations on contours
(such as Peierls-type maps that shift a single level line up or down) can in general allow a much more
refined analysis than operations on cylinders, as was demonstrated in the work [9] for the A = 0 case.
This different perspective does introduce additional complications, yet is essential in our extension of the
previous results to any height £ (as opposed to k& < Kp). Namely, by combining probabilistic arguments
on the set of contours (based on coarse graining, monotonicity, and Peierls maps) with the (already quite
sophisticated) cluster-expansion based techniques from [11, 15] (adapted from cylinders to our setting of
contours in Sections 3 and 4), we arrive at the following understanding of the shape of an SOS surface with
zero boundary conditions in the presence of an external field A. Note the subtle relation between the height
k the surface reaches, the distance d™ of the external field to its nearest critical point, and the domain size n.

Theorem 1.4. For every 8 > [ there exist some C' > 0 and an infinite sequence of critical points (/\ﬁ’“) Jieo

such that, if A, > 5™ satisfies \,, € [AE’“"“), )\((;k")] then with ju,, y, -probability at least 1 — e~™/C,

(1) ifn = CBky,/d* (N\y), all but an €3 fraction of the sites will be at height k,, + 1.
(2) If n < 1/(Cd*(\,)), all but an £g fraction of the sites in A,, will be at height ky,.

We in fact prove stronger equilibrium results in Section 5, showing spatial mixing estimates between SOS
models with different boundary conditions that hold on boxes of side-length ng 2 k,/d(),), yet fail when
ng < 1/d()\,). Note that the analysis of contours, beyond its effectiveness in capturing the behavior of the
surface in regimes of A unaddressed by [11], opens the door to a host of questions addressing the refined
geometry of the individual level lines (notably the top one): e.g., understanding their macroscopic scaling

limits and the random fluctuations around those as A approaches Aﬁk); see Section 1.2 for concrete examples.

Turning to the dynamical arguments, our proofs of the exponential lower and upper bounds are guided by
the following mechanism for equilibration, which we describe here for the case of zero boundary condition
and \, = AP — g+ (An). If we let n = ng = CBky,/d™ (), then on a domain of size n, the equilibrium
surface is predominantly at height k,, + 1 per Theorem 1.4. On the other hand, if the dynamics is initialized
at heights {< k, } it needs to grow a layer at height k,, + 1 of size at least n¢ until that layer would become
thermodynamically stable and could grow to encompass the rest of A,, (if the layer has diameter smaller than
ng, the exponential cost in its boundary dominates the free energy benefit of the area it confines being at
height k,, + 1 over k,,). Since the Glauber dynamics makes single-site updates, it in particular needs to first
form a layer of diameter between n(/2 and ng, an event that has probability e~"0/C_ Once such a droplet
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FIGURE 3. The predicted behavior of the inverse gap with zero boundary conditions when

Ap = AP +o(1) for fixed k > 0. Theorem 1.1 establishes the curve left of the discontinuity

(up to poly-logarithmic factors); the right side of the curve should be governed by stable

layers shrinking via mean-curvature flow, leading to an O(n?) relaxation time at AW,
has been formed, without waiting much longer, it will have formed around every site in A,,, and therefore
the k,, + 1 layer will in fact encompass almost all of A,,, leading to rapid equilibration.

For the lower bounds on gap;&n, the above intuition is used to construct a bottleneck event for Glauber
dynamics (see Section 7). For the upper bound, in Section 6, we guide the dynamics towards equilibrium,
using censoring and monotonicity to reduce the mixing time on A,, to the mixing time on graphs of cut-width
at most ng, where ng is the smallest scale at which the model exhibits weak spatial mixing. While reductions
of mixing times to weak spatial mixing are common in the literature (e.g., the classical work [39]), boundary
conditions pose difficulties when only weak spatial mixing, but not strong spatial mixing, holds. We handle
this difficulty by also showing weak spatial mixing estimates in annuli of thickness ny, whose mixing time
will also only be exponential in ng, and which is used to couple near the boundary.

Finally, when A is uniformly bounded away from ( ((;k))‘?f:o (i.e., d(A\n) = & > 0) the O(1) bound
on gap;&" follows similarly to [12] from a standard implication of weak spatial mixing to strong spatial
mixing for 2D systems [40], followed by an implication from strong spatial mixing to O(1) inverse gap.
Note that the dependence of this bound on 1/d(\,) blows up in a doubly exponential manner whereas the
upper bounds of Item 2 of Theorem 1.1 and Item 2 of Theorem 1.3 are only exponential.

1.2. Open problems.

The critical window under zero boundary conditions. Consider the dynamical phase transition about )\gk)

for some fixed £ > 0. Our main results established the full dynamical phase transition in log gap;&n

(up to a poly-log(n) factor) in the torus (Theorem 1.3). However, as noted above, the case of zero boundary

conditions is significantly more involved, and our results in Theorem 1.1 are only sharp for A below )\((;k); we

expect that the difference between the two settings would be apparent already when viewing A = )\Ek), where

the inverse-gap under zero boundary conditions should no longer be exp[©(n)], but instead have order n?
(the conjectured [25] order of the inverse-gap in Ising under all-plus boundary conditions). More precisely,

(k)

we would expect that as \,, 1 AP the regime where the inverse-gap is exp[O(n)]—which is reached as

An draws within distance O(1/n) from A% __ would terminate discontinuously at \,, = AW e, /n for
some ¢, (k, 3), reminiscent of the critical point appearing in the work of Schonmann and Shlosman [45] on

Glauber dynamics for the 2D Ising model under an external field. At this A, and as \,, further increases up
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to A\, = )\((;k) + O(1/n), the inverse-gap should be polynomial in n, and thereafter should smoothly drop to

O(1) as A\, — )\Ek) increases to a constant order (see a possible depiction of this behavior in Fig. 3). A first

step towards verifying this conjectured behavior would be to establish sub-exponential mixing at A\ = )\gk).

Ferrari—Spohn limit in critical prewetting. Recall that the SOS model above a floor with A = 0 is known to
have a typical height of order log n; it is also known [8—10] to be typically rigid about a single level, where
the corresponding level-line contour has cube-root fluctuations around its deterministic scaling limit. In
particular, as said limit coincides with the sides of the box near their centers, it is believed that in the setting
of Eq. (1.1) with A = 0, taking the intersection of the top level-line with an n?/3 x n?/3 box R, about the
center of the bottom boundary of A,,, and then rescaling its width by n%/? and its height by n'/3, should give
a KPZ-type nontrivial random limit. Unfortunately, the attraction/repulsion effects between the log n level
lines, as well as against the boundary of A,,, pose a formidable challenge to the analysis of the model. So far
it is only known that, in an n2/3+e x n2/3+e pox R/, about the center of the bottom boundary, the maximum
vertical distance of the top level line from dA,, is at least n/3~<" and at most n'/3+¢’ (the aforementioned
cube-root fluctuations). Continuous (1 + 1)D models approximating this ensemble of SOS level lines in
R,, have been studied in detail, notably the ensemble of non-crossing Brownian excursions with an area
tilt [5—7, 14], where the area Aj;, under the k-th curve tilts the probability by a factor of exp(—b*A;,) for
some b > 1 (in the SOS model with A = 0, the entropic repulsion reward becomes stronger at the level k
decreases, corresponding to a factor b = ¢*%). Note that a single Brownian excursion with an area tilt has
the law of a Ferarri—Spohn [18] diffusion. In the discrete setting, the longstanding prewetting problem in
the 2D Ising model (akin to the SOS problem studied here, yet involving only a single level line) was very
recently settled: the cube-root fluctuations of n'/3+°(1) at the critical scale \,, = ©(1/n) were established by
Velenik [47] in 2004; Ganguly and the first author [22] established tightness of the fluctuations at scale n!/3;
and the Ferrari—Spohn limit law was finally established by loffe et al. [26].

In light of these results, and given the new results from this work, it would be interesting to examine the

microscopic fluctuations of the top level line of the SOS model at A\, = ((;k) — O(1/n), corresponding to
critical prewetting between levels k and k£ + 1. There, despite the existence of k+ 1 interacting contours, one
would expect the behavior to be effectively dictated by the top contour alone (as this value of X is bounded
away from the critical points corresponding to lower level lines), making it more amenable to analysis.

Question 1.5. Fix § > [y, an integer £ > 0 and some constant ¢ > 0, and consider the (2 + 1)D SOS
measure /i, y, from Eq. (1.1) for \,, = )\gk) — ¢/n. Let R, be the square whose bottom edge overlaps the

bottom boundary JA,, along [[—nQ/ 3, n?/ 3]], take the (k + 1)-level line of SOS restricted to R,,, and rescale
its width by n%? and height by n'/3. Does its law converge to a Ferrari-Spohn diffusion on [—1,1]?

A variant of this question, which is somewhat simpler yet should still exhibit a Ferarri—-Spohn limit, is

to consider (i, », under boundary conditions at height k (as opposed to zero) for \,, = )\gk) — ¢/n. That
setting should be essentially the same as the case of AS’), where there is typically at most 1 macroscopic

level line. A useful first step towards these questions would be to understand the microscopic features of the
k-to-(k + 1) contours at )\gk), e.g., 4 la the tools developed for Ising interfaces in [16] and [42].

SOS near the roughening point and 3D Ising. We conclude with two challenging fronts. First, in light of
the recently obtained [32] sharpness of the roughening transition for the SOS model, one would want to
extend the above results to all 3 > . For 3 so close to the roughening point, not only do cluster expansion
techniques (used in this paper) become non-applicable, so do the Peierls maps on contours (which were the
starting point of the entropic repulsion analysis of [9] for instance). Second, given recent progress on under-
standing the entropic repulsion phenomenon for the Ising interface [23, 24], one would hope to establish a
similar metastability induced by layering for the Ising Glauber dynamics. To that end, a prerequisite would
be to pinpoint the typical height of the interface in the prewetting problem for 3D Ising.
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2. NOTATION AND PRELIMINARIES

In this section, we introduce much of the notation we will use throughout the paper. We also introduce
the basic contour representation of SOS configurations, and include a few basic but important estimates that
follow from the monotonicity of the model in the external field.

2.1. Notational disclaimers. Throughout the paper, we imagine (3 to be a large absolute constant, so that
8 > [y indicates [ sufficiently large (independent of everything else). We are only interested in A < 1, say,

since for /3 large, even the first critical point )\((;0) will be less than 1, and monotonicity arguments can easily
reduce analysis of larger A to A = 1. Finally, we use C' in various place to indicate an absolute constant, and
€3 a sequence going to zero as 3 — o0, both of which may change from line to line.

2.2. Underlying geometry. The underlying geometry we work with are subsets of Z?, with edge sets given
by subsets of nearest neighbor edges £(Z?). For a domain V < Z2, we use E(V) to denote the edges in
E(7Z?) between two vertices in V. When these subsets are squares, we use the notation A,, = -5, % 2
with corresponding edge-set [~ %, %]? n E(Z?). For a general domain V < Z?, let
oV ={zeV:z~2"\V} and 0,V ={xeZ)\V:z~V},
where the subscripts ¢, 0 are meant to indicate inner and outer boundary. The edge boundary is
0.V ={e=vw:vedViwe iV},

and we can also denote the strict interior of a set V' by V= V\O;V.

2.3. The SOS measure. We define the SOS model on general domains, with generic floors (and ceilings)
and describe some important properties of the model.

Consider a finite domain V' < Z2. A boundary condition is an assignment of heights to the vertices of
0,V . A general SOS distribution that we consider may also have floors and ceilings that vary depending on
the vertex; for that, we let (a,b) = ((ay)vev, (by)vey) be such that a,, < b, for all v, and we call a, the
floor and b,, the ceiling for a vertex.

For an inverse temperature 3 > 0, external field A\ > 0, the SOS distribution on V' with boundary
conditions ¢ € Z%"" and ceiling/floor collection (a, b) is the distribution

1

,b, _

“i,ﬁ,(@(“)) = Labs© ) H Lo, <pu<by 5 (2.1)
BV veV

where ZE’E’V is a normalizing factor to make it a probability measure, and

H(p) =B, lpv— pul + 2D 00 2.2)

v~w v

where in the presence of boundary conditions ¢, the first sum includes a sum over all edges between V'
and Z?\V in which case ¢, is taken to be ¢,,. If we write [ X] for a random variable X, we mean the
expectation under the event .

In order to simplify notation, we will tend to drop a, b and A, 5 from the subscripts and superscripts of
the measure to write 14 1. We retain the relevant sub/superscripts when they are varying, but typically these
will be fixed throughout a proof. The baseline floor/ceiling choices to have in mind will be a,, = 0 and
b, = oo for all v € V, and we comment soon on other ones the reader might encounter. At the above level
of generality, the SOS model satisfies a few essential properties that we recall.
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2.3.1. Monotonicity and the FKG property. Endow the space of SOS configurations with the natural par-
tial order (induced by pointwise total orders). The above monotonicity statement in boundary conditions,
floors/ceilings, and field, is standard; we include a proof for completeness in Appendix A.

Lemma 2.1. Fix any 8 > 0. Suppose that ' < )\, a, < al, b, < b and ¢ < ¢'. Then

a7b7¢ a/7b/7¢/
v =Hyy™ -

where here and throughout the paper, < denotes stochastic domination.

2.3.2. Domain Markov property. The next essential property satisfied by the model is the domain Markov
property, that describes the law of the SOS measure conditional on its values on some subset of V', as a new
SOS measure with some other boundary conditions. Namely, if we fix a subset W < V, and let { be a
configuration on W (consistent with the floors and ceilings a, b), then

(VW) e - | o(W) = ¢) £ uify)

where the boundary conditions (¢, ) are the concatenation of 7,  on Jd,(V\W).

We end with an observation that if boundary conditions are above/below the floor/ceiling they can be
treated as being exactly at the height of the floor/ceiling. Namely, the distribution /f"/’b’d) is identical to

a7b7¢,
1%

7 where for each vertex w € 0,V/, the boundary condition
maxy~qy by Guw = MaXy~w
/ . .
G = { MiNyyy Gy O < MiNyqy Ay - (2.3)
Ow else

It thus suffices to always consider boundary conditions bounded between min,ep,y @, and max,ep, v by.

2.4. A few basic estimates. We present here a few basic results that will be helpful at various points in
the paper. The first will be a bound on the maximum that is derived from comparison to the A = 0 SOS
measure, and crude bounds on the maximum therein. (Much more refined understanding of the maxima was
obtained in [9]). For all k > 1 log [V, all /3 large,

py? (max o, > max|ale, |6} + k) < e 2.4)

Proof. By monotonicity, it suffices to upper bound the probability that max,cy ¢, > k/2 under the measure
with A = 0, no ceiling, and with boundary conditions that are identically max{||al| s, ||¢|«} + k/2. By a
union bound over the | V| vertices, the probability C'e~*%(*/2) of a downward deviation by k/2 (this follows
from a Peierls argument so long as 5 > 1, say, per [9, Proposition 3.9]), this measure is coupled to the one
with no floor at 0, except with probability C|V|e~2%%. By a similar union bound, that probability that the
no-floor sample has a maximum that goes up from the boundary conditions by an additional k/2 is at most
C|V|e~*8(k/2) Together with the fact that k > log |V|, we obtain Eq. (2.4). [

Various of our estimates in the first few sections of the paper will go through comparison and manipu-
lation of partition functions to obtain convergent cluster expansions corresponding to the SOS model with
boundary conditions that are at the “correct” height. The next two bounds are simple a priori bounds on
ratios of partition functions with different (constant) boundary conditions.

Lemma 2.2. For every V and every k < m, we have

a,b.k
va < Am—R)V]|
a/7 /7m ~ .
Zy
so long as [a, + m — k,b, + m — k] < [al, V] for all v.

v v
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/ /
Proof. Every configuration contributing to Z‘a/-’b’k can be mapped to one in Z‘&} b,m by shifting it by m — k.
The change in the weights from this map is evidently exactly eMm=R)IV], |

The following shows a non-quantitative monotonicity of ratios of partition functions (the top correspond-
ing to a lower measure than the bottom) as one increases the external field.

Lemma 2.3. For every V, every \, every ¢ < ¢/, and any floor/ceiling pair a,b < a’, b/,

Za7b1¢
d Zyyv >0,

A AT
dA Z,\,v
Proof. Since the derivative of log(x) is positive on R, it suffices to show the claimed non-negativity of

d Z§7€7¢ ' b b
—log (—wgr ) =iy [ ee] —iSvl (Y el
AT v v

By the stochastic domination from Lemma 2.1 and the fact that ) ¢, is an increasing function, this differ-
ence is non-negative as claimed. |

2.5. The common choices of boundary conditions and floors/ceilings. For much of the paper, we will
be focused on a specific class of boundary conditions and floors/ceilings. The baseline choice of floors and
ceilings in this paper is a,, = 0 and b,, = o0 except when specified otherwise. The special class of boundary
conditions are those which are constant ¢ = k for some & > 0. The special class of floors/ceilings will
modify the baseline choice along d;V' via a boundary signing n € {+, —, &, f}%V.

Definition 2.4. If the boundary condition ¢ is constant, ¢ = k, say, then the boundary signing indicates the
choices of floors/ceilings where for each v € 0;V/,

e ifn, = + thena, = kandifn, = —, then b, = k

o ifn, = I, thena, =b, =k

e if n, = f, then a,, b, are the default choices of 0 and oo respectively.

Until Section 5, constant ¢ and floors/ceilings given by a,, = 0,b, = o0 and boundary signings will be
the exclusive family of boundary conditions and floors/ceilings we work with and therefore we give it a
shortened notation. Define i, 1y as the SOS measure with boundary conditions that are identically k, and
boundary signing 7 modifying a, = 0, b, = o0 along J;V according to Definition 2.4. Let Z, ;. 1/ be the
corresponding partition function. In this special context, Corollary 2.5 translates to the following.

Corollary 2.5. ForeveryV and every k < m and every boundary signing n,

ZnkV. ARV |

Zn,m,V
2.6. The contour representation. An important tool in the analysis of the SOS model is the contour rep-
resentation, essentially a bijection between configurations and a family of non-crossing loops representing
level curves of the SOS surface. The contours will be formed out of dual edges; for that, let V* denote the
planar dual graph of V' generated by considering (Z2)* = Z? + (%, %), then taking E(V*) to consist of all
edges of E((Z?)*) bisecting the edge set {e = vw : v € V'}. The vertex set V* is then naturally induced.

We will use the contour representation of SOS configurations, referring the reader to [9, Section 3] for

more background on the below.

Definition 2.6. A geometric contour + is a connected set of dual-edges in £(V*) whose elements can be
sequenced ey, ..., €|, in such a way that
o ¢; #e;if i # jexceptifi = 0and j = n;
e ¢; and e; 4 are incident for every ¢;
o if ¢;,€;11,€j, €11 all share a single dual vertex, then ¢;, e; 1 are either the south and west pair of
dual edges, or the north and east pair.
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The last item above is a canonical splitting rule, where the pairings SW and NE are simply a convention.
With this convention, we will call sets V' < Z2? simply-connected if there is a geometric contour, whose
edge set is exactly (0.V')*, and we will use the notation 7y to denote this contour.

Definition 2.7. A vertex is exterior to a contour v if it lies in the infinite connected component of R?\~.
When there is an underlying domain V' < Z2, we use Ext(7y) to denote those vertices of V exterior to . A
vertex is interior to a contour + if it lies in a finite connected component of R?\~, and Int(~y) denotes the
set of such vertices. We say ~y nests /' if Int(y’) < Int(y), and two contours ~,~" are mutually external if
neither nests the other.

We are now able to define up and down contours corresponding to an SOS configuration (.

Definition 2.8. In an SOS configuration ¢, a geometric contour ~ is an up-h-contour if ¢, > h for all
h € 0;Int(v) and ¢, < h for all h € J,Int(y). Analogously, a geometric contour ~y is a down-h-contour if
@z < hforall h € ¢;Int() and ¢, > h for all h € d,Int(7). In these cases, use the notation S(vy) = =+ for
whether it is up or down, and h(y) = h.

If we consider SOS configurations with constant boundary ¢ = k, we can associate to each configuration
a contour representation, where the contours it consists of are all signed contours at specific heights. Namely,
for a configuration ¢, with boundary conditions &, on a domain V/, first include the outermost up-(k + 1)-
contours and down-(k — 1)-contours. Interior to each of the outermost up-(k + 1)-contours, we can consider
the outermost up-(k + 2) and down-k-contours, and proceed iteratively in this manner to get a family of
signed contours, each having an associated height. Per this construction, if multiple contours are the same
geometric contour, just at different heights, the one whose height is smallest if they are up-contours, or
largest if they are down-contours, is called the outermost one.

Definition 2.9. A family of contours I' is said to be admissible if there exists a ¢x whose contour collection is
exactly I'. (This effectively imposes that contours may not cross, and if they overlap on an edge, their signs
must be the same if one nests the other, while their signs must be different if they are mutually external.)

With this, we can express the SOS measure in terms of weights associated to contours.

Definition 2.10. The weight of a contour ~ is

W e BhI=AInt(I 4 is an up-contour
v e BYIHAIM() ~ is a down-contour

There is a bijection from height functions that have a constant boundary condition ¢ = h outside a
set V < 72 (and no floor/ceiling) and admissible contour collections in V*. In fact, the information of
the heights of the contours is not needed to reconstruct ¢, only their signs are needed (the heights can be
reconstructed from the boundary inwards). In our contexts, we require contour collections to be compatible
with the floor/ceilings. In the default case we are interested in a floor at height zero, and a boundary signing
7 per Definition 2.4.

Denote by ¥, 1, v the set of all admissible contours collections whose corresponding configuration is in
€2, n,v. Notice that the boundary signing is imposing a constraint on the contours that no dual edge bisecting
0V N 0c{v} is part of an up contour if ), € {—, &} (respectively is part of a down contour if 1, € {+, J}).

With that, we can rewrite the corresponding partition function in terms of contour weights as:

Zypy =e MV TTW (). (2.5)
red, n,v vel'
The specific choices where n = + and 7 = — will be especially pertinent since, €.2., Z () Int()

describes the possible contour collections found in Int(+y) if «y is an up-h-contour.
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3. RENORMALIZED WEIGHTS, ELEMENTARY CONTOURS AND FREE ENERGIES

We study a family of contours which are exponentially unlikely (in their length) no matter what height
they are based at. These are small enough that neither the relative benefit of the external field (for down-
contours) nor the entropic repulsion effect (for up-contours) are enough to overcome the exponential in 3
cost in the length of the contour. Following the language of [11, 15], these contours are called elementary.
We note that the overarching goal of this section, Theorem 3.6, tracks [15] but for contours instead of
the cylinders—essentially maximal stacks of identical contours—that were considered in that paper. This
simplifies some aspects of the proof, while complicating others; in particular, our proof requires stitching
together Peierls-type arguments in the standard contour representation of the SOS model, with arguments
for using the “renormalized” contour representation defined as follows.

3.1. Renormalized contour weights. The first step we take is to rewrite SOS partition functions in terms of
renormalized contour weights according to a specified boundary height h. The role of this renormalization is
to move to a model over contour collections with all the contours based at height h, rather than each having
their own associated height; the outermost contours of this model will still correspond to the outermost
contours of the original model.

Definition 3.1. For a contour +, the h-renormalized weight is defined as

e—B1l 24 h41,Int(v)
Z
Wrn — +,h,Int(v)
h (’7) 675‘7‘ Z_ h—1,Int(~)
Z— h,Int(v)

«y is an up-contour

~ is a down-contour

Given these renormalized weights, we can obtain the following equivalence between the partition function
on a simply connected domain V' and without tracking the heights of the corresponding contours, allowing
arbitrary compatible families. Towards that purpose, define %n"“hy as admissible collections of signed con-
tours compatible with 7, but with no constraint on the height function they generate respecting a floor at
height O (unless h = 0, in which case no down contours are allowed). With that, we can define

ZMy = e MV TTwin ). 3.1)

redm, ., 7€l

Inanelement I € %;”h v» We say a contour 7y € I is outermost if it is not strictly nested by any other contour
in I'. Since contours may overlay fully and in the renormalized collection are all based at the same height
(i.e., multiple copies of the same contour can be in I'), we arbitrarily call one of them the outermost one.

Lemma 3.2. The standard partition function and the renormalized one are equal, namely for any simply-
connected set'V,

rn
Z77JMV = Zn,h,V .

Moreover, the same equality holds if we specify some outermost contours which must belong to a configura-
tion and only sum over I having those as outermost contours.

Proof. If we let I', be collections of outermost contours, then by Eq. (2.5) and Definition 3.1,

N Zny =D T W™ Zgoy nitimen = 20 [T Wir)eM ™ Zgoy pinecs)
Tout Y€l out Tout Y€l out

where in the middle display, h + 1 is used when S(y) = + and h — 1 when S(v) = —. Performing
the same expansion on eMlint(v)| 7 S(~),h,Int(v) and repeating, this gives the claimed equality to e’\h‘wZ{]"‘h v

)

concluding the proof. It is evident that the same argument could be performed restricted to sums over I'gy¢
that contain a fixed collection of outermost contours. |

The benefit of the above renormalized contour weight representation is that the deletion of a contour from

I" leaves an element of the same 7;“h v» Whereas in %, 5, v/ such a deletion could cause conflicts with the
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floor at height 0. This enables the use of simple Peierls maps on the renormalized collection so long as the
renormalized weights are exponentially small in ||.

3.2. Elementary contours. We next consider elementary contours, which are those we can show to have
exponentially small renormalized weight regardless of the height h with respect to which they are renormal-
ized. For a subset A in R?, we use diam(A) to denote max{|x — y||, : =,y € A}.

Definition 3.3. A contour 7 is called h-elementary if it has
diam(y) < A7H A 3801

Remark 3.4. Note the following two important properties:

e if 7 is h-elementary, then it is also (h + 1)-elementary.
e if 7/ is nested in «y and ~y is h-elementary, then +/ is also h-elementary.

We now introduce the notation ¢ e'h v and the notation &, mhe"/, for compatible (renormalized) collections

of contours all of which are h- elementary With these notations, we can define

Zepy =MV TIWy),  and  ZT =MV Y TTW(). G2

rege, ., V€l Tegmel, vel
By the same reasoning as in the proof of Lemma 3.2, we obtain the following equivalence.

Lemma 3.5. The elementary partition function and the renormalized elementary one are equal, namely for
a simply-connected set V

el . eI
th, Z

Moreover, the same equality holds if we specify some outermost contours which must belong to a configura-
tion, and only sum over I having those as outermost contours.

In what follows, we use the notation uf]' ».v to denote the distribution over ¢ e'h v Which assigns each T,
the weight H'yel" W (7). Equivalently, this is the SOS measure i, 1, v conditioned on its contour represen-

tation belonging to % el “n,v» 1.€., conditioned on all its outermost contours being h-elementary.

The following theorem is our main result in this section, and establishes that the h-elementary contours
always have exponentially small h-renormalized weight. It also gives a first bound, that is sharp up to the
constant in the exponent, for the ratio of elementary partition functions at different heights. This is the
analogue, in the context of our contours, of [15, Lemma 2.5] and [ 1, Lemma 2.7].

Theorem 3.6. There exists (3 such that for every simply-connected V. < 7. and every 3 > [,

(1) Forevery 0 < k < m and every boundary signing n,

Can Zel
e—2IVle (=2 (k+1) < e~ Mm=k)|V| Zn:kV

el
anV

1 “7|6_(4ﬁ_)\)(k+1)

< 2e 2 3.3)

(2) For every h = 0, if v is h-elementary,
Wi (y) < e B=20h1

Proof. We prove this by induction, showing that Item 1 implies Item 2 holds for that same V', and then by
showing that if Item 2 holds for V' for all connected sets V having |V'| < [, then that implies Item 1 for all
sets V' having |V’| < I + 1. This second step is the core of the argument and entails maps on elementary
contour families to estimate the entropic repulsion effect amongst elementary contours, at a given height k.

Base case for Item 1. Consider V = {x}, whence V = (. In this case, the only contours in E(V*) are the
loops consisting of the four dual-edges surrounding z, i.e., y(,} (notice that the these contours are always

elementary, no matter its height or sign, since diam(v{,y) = 1 is less than AL A e3P).
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If n = & then Z% BV = e~ and the middle quantity in Eq. (3.3) is exactly 1, which satisfies the two
bounds since |V| = 0. If y = + then

Zel Z e—4Bl=Xl
el Y —481—\ —A(m—k) “+,kV _ Zi=0 _
Z+,k,v =e Z e , so that e Zel = 5 ey v 1,
1=0 +,m,V =0
which again satisfies the two bounds in Eq. (3.3). If n = —, then
el Z ef4ﬁl+)\l
el _ Ak —4B1+ —Am—k) Z=kV _ Zi0<I<k
ZZ v =¢ Z e ) so that e Ze s ABITAL
1=0 m,V O<ism

Since A < 1 and 8 > By, we have e *#** < 1 and therefore the middle quantity in Eq. (3.3) is equal to
1 — e(~4B+X)(k+1)
1 — e(—4BTN)(m+1)

This is at most 1 since m > k. As for the lower bound, the denominator is at most 1 (as & < m and A < 403),

_9p(—4B+A)(k+1)

and for the numerator we use 1 — z > e~ 2% for z < %, so it is at least e as claimed. Finally

if n = f, then

el —4B|l| -\ —4B1-\ —4B1+
o~ Am—k) Zf,k,v _ 2>k € Al _ 2u=0¢€ § + Do<i<k € §
I - ISV —4B1-M —4B1+Al °
Z;,m,V lefm € Al Zl>0 e=4h + Zoglgm e 4P

The last fraction evidently lies between the ratio of the first sums and the ratio of the second sums. The
first of these ratios is exactly 1 and the second of these ratios is exactly VAs kv / Zil’m’v; in particular, both
satisfy the upper and lower bounds of Eq. (3.3), and thus so does the above.

Item 1 for |V| < limplies Item 2 for v : |Int(vy)| = I. Suppose Item 1 holds for all sets V" having |V| < .
Fix any h and consider an up-contour  with Int(v) = [. Recalling Definition 3.1, we have

7 el
Wi (+) — ¢ BNl +,h+1,|nt(7)675|fy‘ +,h+1,Int(y)

Z hint(y) Z hamy

where we used that since ~ is h-elementary (and by Remark 3.4 also h + 1-elementary), every +' in Int(7)
must also be both h and h + 1-elementary, so both partition functions are equal to their rn.el-versions, and
those in turn are equal to the elementary ones since Int(+y) is simply connected per Lemma 3.5. Thus, by the
lower bound in Eq. (3.3) from Item 1 for the domain Int(vy), with k = hand m = h + 1,

_ —AlInt +2[Int —(4B=X)(h+1)
Wi"(y) <e BlyI=AlInt()[+2Int()|e )

Since vy is h-elementary, |Int(y)| < |y|diam(y) < |v]e3#("+1), and thus we get the claimed bound on
Wi () at B > Bo. For a down-contour v, by Corollary 2.5 with k = h — 1 and m = h,

Wi (y) = e—Bhl Zoh=Lints) gy l+Aline()]
Zi7h7|nt(7)

Since [Int(v)| < |y|diam(y) < A~!|y| and || = 1, this gives the claimed bound.

Item 2 for all |V| < [ implies Item I for |V| < [. In what follows, suppose Item 2 holds for all v having
[Int(y)| < — 1. Let us begin with a few consequences of the inductive assumption of Item 2 for V' : |V| <
I — 1 that will be useful in both the upper and lower bound of Item 2.

The first is the easy observation that a bound on the renormalized weights implies a bound on the proba-
bility that under the renormalized contour model, a certain family of compatible k-contours is present.
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Lemma 3.7. Consider a fixed family G of compatible k-elementary contours, all of which have |Int(vy)| <
l—1. Let Z o el v (G) be the analogue of Z o el v With the sum only running over elements of ¥, mke‘l/ containing

all of G. Thenfor any 'V,
Z31(€)

rn.el
ka v

< 67(572) Z'yEG 7] .

If the contours in G are mutually external and we only sum over &G mke"/ in which they are outermost, the

same bound applies to Z;'k v G)/zZ¢ n, k v

Proof. Consider the map that removes G from the numerator to send it into an element of the denominator.
This is an injection, and the relative weight of each pre-image to its image is ]_[%G W™ (7). By the inductive
assumption and the fact that every v € (G has interior smaller than [ — 1, we get the claim. |

Since our contours may overlay, when |V'| = [, it may admit the contour vy = (2.V')*, which will have
[Int(y17)| = [ and to which the inductive assumption will not apply. We use a 1-site modification to show
therefore that if V' has size [, then it is exponentially unlikely to have ~y as a contour. For j € Z,

577 kv = {I' € 9 : exactly |j| copies of vy with sign matching sgn(j) in I'} . (3.4)

Lemma 3.8. For every n, k and V such that |V'| < I, we have for every j,
pe v (En ) < exp(=(8 = 2)jllw] +5(1 v j)).

Proof. In order for the probability not to be zero, it must be that ~yy is k-elementary, and either n, = {—, f}
for all v € 0;V if j negative, or 7, € {+, f} for all v € ¢;V if j positive.
Consider first the probability that under uf{ v there exists at least one contour in I that is all of 7y-. In the
Zgl,k,v({’YV}) Z;,nkelv({'YV})
Zel - Zm. el
n,k,V n,k,V
yet apply Lemma 3.7 because |Int(yy)| = |V| = [, not [ — 1. Therefore, we first consider the modification

MT of G ¢ (@) that performs an @ operation with a single copy of Y{a} satisfying V\{x} is s.c. (such an
2 must ex1st) Foreach I € 4 el ({yw}), let d; (|d;| < 2) be the change in the total number of edges in T
vs. the M, T". The resulting conﬁguratlon evidently belongs to Eﬁ o e' . Its relative weight satisfies

; however, we cannot

language of Lemma 3.2, this is equivalent to the fraction

H'yele" Wk; (7) < eﬁd“”_'_/\ '
H'yeF W]Ig’n (7)
Furthermore, M, is an injection since the original configuration can be recovered by the @ operation with
the singleton loop around {x}. Let

zZ= [T wirty) = > [T wWirty).

regme, ({yv}) veMal MoTeMe4Ne, ({yv}) vEMaT

Each M,~ appearing in this sum can in turn be mapped to one in which the contour 7 in M, I" resulting
from the modification to vy after ©(,), is deleted from the collection. That yields a further weight change
Wi"(¥). Since 7 necessarily has |Int(3)| < I — 1, this is at most e~(*~2)I3l. Summing over the possible
choices for the contour 4 (namely summing over possible contours " adjacent to x such that ¥ = v, @
Yz} @ ~/, the number of such choices being at most 4" for |y/| = r, say), we get

Z" kZ‘;' () < Z 4T~ (B=2)(Iwltde+r)+fdatr o o= (B=2)v[+A+4 (3.5)
7, k V r=0

where the 4 comes from the worst-case value of d.
We now wish to reduce the event £’ kv O the event of having at least 1 such contour. If j is negative,
consider the deletion of | j| — 1 such contours from the (standard) contour representation. That gives a change
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of eBU=DIwI=AG=DIVI to the weight of the configurations, and is an injection from &l kv 1O 577 ,i v Since
we assumed 7y to be k-elementary, A|V| < Adiam(V')|yy| < |yv|, and thus we have

W(EL ) < e BDGDIVI (g ) < =B DG=Dhwvle=(B-Dhvate,

which easily the claimed bound using A < 1

If j is positive, notice that on the event of having > j — 1 many up-contours ~y, the probability of having
at least j is at most the probability of having at least 5 — 1, times the conditional probability of having at
least one more given those j — 1. But the conditional measure given at least j — 1 up-contours vy is exactly
Pt ket j—1,V = ,ui" k+j—1,y because all possible contours in V' are enclosed in ~yy, which is k-elementary
and therefore also £ + j — 1 elementary for 7 > 1. For this conditional probability, the bound of Eq. (3.5)
applies (with k + j — 1 instead of k), and iterating that down, this gives

J
el (B— 2)|'yv\+)\+4
M Epa) < Je
i=1

yielding the claim after A < 1. |

Together, Lemmas 3.7 and 3.8 imply that if V" has |V| = [, the probability under “n kv of any fixed
collection of outermost contours is exponentially small.

Corollary 3.9. Let V have |V| < l. The probability of having a specific contour =y as an outermost contour
under ,un kv LS at most e —(B=3)hl,

Proof. 1If v = ~yy, this is ruled out by Lemma 3.8, a sum over j, and |yy/| > 4. Otherwise, the probability of
~ being an outermost contour is at most e~ (B=2)hl per Lemma 3.7. |

With the above in hand, we move to proving Item 1; we split up the proofs of the upper and lower bound.

Upper bound in Eq. (3.3). Intuitively, the proof of the upper bound goes by mapping configurations in
Z¢ o,V 10 Z el m,v i such a way to inject entropy via singleton spikes (.} that go down by height m, which

would have been prohibited under Z¢ oV due to the floor constraint. We first construct such a map, using
the contour representation of the elementary SOS configurations. We then use its alternative representation
with renormalized weights together with the inductive hypothesis to argue that under Z f; kv Most sites are
at height k, and thus there is typically (1 — €3)|V| many sites to insert these downward spikes.

We begin by working with ¢¢ 'k v» Which we recall is the set of contour representations of SOS configu-
rations compatible with the ﬂoor at height zero, and all of whose outermost contours are all k-elementary.
This in fact implies that all its contours are k-elementary (though the inner contours may not be elementary
at the height they are based at). ForI' € ¢ e'k v let

Vp—{er mmd(:c Int(v)) > 1}.
~el
Givenany [' e ¢4 e'k v and a subset S < VT, define the map T as the one that adds to I', collections of k + 1
many copies of the ‘down-contour Viv}-

Claim 3.10. For every k < m, every ' € 4¢ Ik v» and every S < Vr, we have TsI' € g;,lm,v

Proof. This resulting collection TsI' is in %, ,,, v because the addition of these contours (1) is compatible
with the remainder of the contour collection since S < Vi and V- ensures that any newly added contours
will not be incident to any contours in I'; and (2) does not violate the floor constraint since m > k + 1,
and in I', the height of sites in V- is k. Finally, it is compatible with the signing on the boundary condition
since S < Vpr < V. To see that TsT € %;,'m,v, we further claim that in TsI", every outermost contour is
m-elementary. This is because the singleton contours are trivially m-elementary having diameter 1, and all
the outermost contours in I' were k-elementary so they are also m-elementary per Remark 3.4. |
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Each configuration in the set (7sT") ScVp.leds, |, has a unique pre-image in ¢ Ik; v since the preimage

can be reconstructed by taking the corresponding SOS configuration, shifting all sites at heights m — (k+ 1)
up to m, then shifting the whole configuration down by m — k. Thus, for any 6 > 0,

Zamy e VS > T wo

Feg;[k,y ScVr yeTsT
[Vr|=0|V|
Also, by definition of the map T's, we have
Lherse WO)  —as-nris)
l_‘['yef W(’Y)

(This is an inequality rather than equality because some sites in S could be adjacent.) Thus, for every 6 > 0,

el
ZnImV > e_)\m|v| Z Z ’yETS ( ) > (m—k)|V] Z Z —(4B-=X)( k+1)|S|MZIkV(F>
e vy
kaV regd, |, ScVr nkV regd, |, ScVr
|vr|>9\V| |vr|>9\\°/|
Vi
o~ Mm—k)|V| Z e kV <1+674ﬂ7>\)(k+1))‘ a
Fe‘?e' kv
IVr|>9|V|

> exp (= Am — )|V] + Fe” @V 7)) e (VE] > 0)77)

Taking 0 = 3/4, proving the following display would conclude the proof of the upper bound in Eq. (3.3):
there is an absolute constant C' such that for 3 > Sy, and every 7, we have

1 ey (Vo] = 3[V]/4) = 1 — Cem B=ONVI (3.6)

as it will in particular be greater than 0.9 for every V. The event |Vp| > 3]V| /4 is a subset of the union of

e B;: there exists a contour ~y confining a vertex in V and having || > [V|!/2
e BBy: the subset of V interior to outermost contours v with |y| < [V|'/? is at least |V|/4.

We first bound the probability of /1. The number of choices for v having |y| = r = |V/|¥/2 is at most |V'|4",
first for picking a site in V' to root the contour at, then for picking the contour . The probability of any
fixed such v being an outermost contour is at most exp(—(/5 — 3)r) per Corollary 3.9. Thus,

povB) < S [VIarem B3 <m0
7.2“0/‘1/2

Next, we consider the probability of Bs. For Bs to happen, there must be a collection G of outermost
elementary contours each of which have || < |V|'/2, and for which

o 1 .
Dl lnt(y) A V> <[V,
4
veG
In particular, there must exist £ = 1, ..., 3 log, |V/| such that if 4l is the set of v € G having || € [2¢71, 29),
.V
Z lInt(y) n V| = u

2
ey 8¢

Consider the probability of this for fixed ¢, and note that the above requires

02 Ve
Dyl =4 27 Int(y (M) = 52 /2, (3.7)

el ety
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Counting over the possible choices for such Ly, and applying Lemma 3.7 to bound the probability that £,
are outermost contours, the probability that there exists {, having Eq. (3.7) is at most

V]

L (s Yoy

If 3 is large, for every /, this is at most exp(—ﬁ]f/]). The coefficient of |V is decreasing in £ and

therefore, this is at most its value for ¢ = %logg |V| which gives e~ 48IVI/(301082 [VD) - This is at least

exp(—B|V[/2) as long as |V| is larger than an absolute constant. The sum of the above probabilities thus
yields the bound of Eq. (3.6).

Lower bound in Eq (3.3). In the other direction, define the identity map 7 that acts on the subset of
configurations in % k41, that have {ov > 1} and sends them to %, . v by preserving the same contour
collection, just VleWng them all as being based at 1 height lower. This is equivalent to shifting the height
configuration down by 1 everywhere, and thus {¢y > 1} implies that T'¢ will respect the floor constraint.
The core of the argument is to inductively estimate the fraction of 54 el k1, that has {ov = 1} (for which
this map is valid), as a way to bound the relative weight of Z¢ k1Y / Z;' KV

A potential problem is that the image under this map may not be in %‘;‘ kv because contours can be
(k + 1)-elementary but not k-elementary. To this end, define the good event G on a contour collection (with
a boundary height so that the contours have associated heights) as follows:

G = {r Vyel, |y < esﬁhbw)} _ (3.8)

where hy () is its base height, i.e., hy(y) = h(y) + 1if S(y) = — and hp(y) = h(y) — 1if S(y) = +
Because outermost contours in g k1, have base height £ + 1, and diam(vy) < ||, we have by definition
of k-elementary, that

TG n{ov > 1}) c Yoy

Furthermore, 7' is an injection because the pre-image can be recovered uniquely by shifting all heights up
by 1. As a consequence of this inclusion, and the simple calculation of the weight change eV under
application of the map T, for every h,

e el

% _
726'” /\‘V"U'ethrl v(T 1(g77e,lh,v)) MV ‘:uelh+1 v(G,ov =1). (3.9)
n,h+1,V

Our goal is now to establish for every h,

ey Gy = 1) = exp (= 3V je N0 (3.10)

since plugging this bound into Eq. (3.9) and iterating over h = k, ..., m — 1 yields the claimed lower bound.

Henceforth, fix any h. The core content of Eq. (3.10), is that the probability of G¢ U {min, ¢, = 0} is
dominated by the event that at some single site v € V' a singleton spike reaches down from height A + 1 to
height 0, as that is what provides the rate e~ B=N(+1) Towards this, for a simply-connected subdomain
U < V and point y € U, we can define the event in gf,lh U

Gy={ey=1n () {hl <m0y

y:y€lnt(y)

Claim 3.11. Let U < V be simply connected. For any £ = 1, ¢ and every y € U, we have
1w (Gg) < (L4 e P)e PNE,
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Proof. Let us prove the claim inductively over U. The case |U| = 1 is governed entirely by the event of
{¢y = 0} via singleton contours, which has probability at most e~ (4=NL  Generally, let us decompose
[ ~ [ ~ [
o (Go) < nyu(Go E0w) + D e (G5 EL, ) - 3.11)
Jj#0

where we recall the events Sg,e,U from Eq. (3.4) and use the shorthand £7. We begin with comparing the
second term in Eq. (3.11) back to the first, so that the dominant contribution comes on the event £°. This
will be helpful again in the future, so we isolate this reduction with a general event A in place of @;

Let jo be the largest number such that || < e3P (E=jo+1) (this is the largest number of down ¢y contours
we can reveal while still having that conditional on those contours, the interior measure is the elementary
one). For j > —jo, the probability of A n &7 is bounded by the probability that there exist |j| contours that
are all 7, times the probability that under /‘5 en(j) 6+, g4 € 0). For the j < —jo contributions, their total
probability is at most the probability of first having jo — 1 down contours, times the probability of having a
contour of size |yy| = e3#(=70+1) (as well as |yy7| = 6 since |U| = 2), whose probability by Corollary 3.9

(572)63/3(5—3'0-%—1)

is at most e~ . Together these imply the bound

> ey (A, &) < 3 e Dllhulyd (A, E9) + max e (DU Db Hemax(e )
< 7#0
j#0 7#0
For the first term, we can use the bound |yy| > 6. For the second term, we notice that 6(|j] — 1) +
max {6, e35(“=7+1)} is at least 6/ for all j. Together, these imply for a general event A and U : |U| > 2

Yo (AE) < Y e D (A E) 4 e (3.12)
j#0 Jj#0
The last term being at most e_ﬁe_(‘m_’\)[ we have reduced Eq. (3.11) to bounding ufz'uj u (A, )
In what follows, let ’yg“t be the outermost contour having y € Int( °“t) We have for general /,

e (G €0 < iuloy =0, =4+ X ugeu (G, 9" | = 1) + ug (g™ = 7).

6<r<e3st

(3.13)
For the first term in Eq. (3.13), observe that if |’y§“t| = 4 and ¢, = 0, the only contours surrounding y are
exactly £ down contours that are each the singleton contour ~y;,,. By explicit calculation, the probability of
such configurations is at most e~ (4= For the third term in Eq. (3.13), we can sum over all possible fy°”t
e3P, the probability of the contour fy;“t being that one using Corollary 3.9, to find that
Y (b =)< Y 4eIr < mma6 ) < =655

r=e38t r=e36¢

having size r >

For the second term in Eq. (3.13), bounding the probability of |yg"*| = r similarly, and then conditioning

on that outermost contour surrounding y, (using that for r < e35¢

h(vg")- elementary contours),

its interior will necessarily only consist of
out r —(B=3)r el e
=& are I max o max (G2
723 ,UC £, U |7y | ¢, U ;} 19|26 Intrg) U ¢ ,U«Qgil’mt(fyy t)( y>

Since Int(~ °”t) is strictly contained in U, we can use the inductive hypothesis on this last quantity, to get

S 0 (G, 112 = 1, £0,) < e OB (1 1 e~ F)emA-N(E-D) o ie—ﬁe—@w—me
r=6

Combining these three bounds, we get for general ¢ > 1, and (,

neou (G, €% < (L+ %e“?)e‘(‘“"”g- (3.14)
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Plugging this into Eq. (3.12) with ¢ replaced by ¢ + j and A replaced by CNJ; gives

- . N |
Z MEI,E,U(szgj) < Z e~ 0B=2lil(1 4 ¢=F)e~(4B-N(+)) | 16—66—(46—/\)4
j#0 J#0
< (14 e F)e-@I-NE Y =20-2l] %6—56—@54)@,
3#0

which is at most %e‘ﬂe_(w_k)f. Combined with Eq. (3.14) and plugged into Eq. (3.11) we conclude. W

In order to go from the one-point estimate to the probability that éy holds at all y € V, we argue as
follows. For a configuration in %;'h L1y let

= {p@(Int(17")) € G} N {p 1 (Int(12")) = 1}

The role of this event is that

Gn{py = 1}—ﬂG and G < U é;

zeV yelnt(")

Our goal is to establish that if we order the vertices of V' in such a manner that V\ | J{y : y < x} is always
simply connected (e.g., repeatedly assign z to be an arbitrary boundary vertex of V\ | J{y : y < x}), then

1 i1y (Ga | (Gy)yea) =1 — (1 +eg)e” W NOFL (3.15)

from which the claim would follow since

\4
Msil,h—&-l,\/( ﬂ Gx) = H 1 i1 (Ge | (Gy)y<a) = (1 -1+ gﬁ)e*(‘wﬂ)(hﬂ)) v ’

zeV zeV

where 7); are the induced boundary signings by the exposure of the outermost contours confining y < =x.
This gives the claimed bound of Eq. (3.10) since 1 —x > e * for0 < z < 1/2.
In order to establish Eq. (3.15), for ease of notation, let

Vh+1 = M;L,h+1,v<' | (Gy)y<a: (Fy)y<a) s

where, by F, we mean the o-algebra generated by the configuration interior to 7°”t

exactly the measure '“C, 1o Where U = VAU, _, Int(v5“") (which is (F),<,-measurable and is simply-

connected by the ordering we imposed over V') and ¢ agrees with 7 on 0;V'\0,U and takes the opposite sign
of 7°”t on every vertex in d,U. If U is a singleton, the bound of Eq. (3.15) is immediate as the probability

Notice that vy, is

of G, would be e~ (4= (h+1) if a single-column spike down to height zero is permissible and 0 otherwise.
Suppose now that |U| > 2. Then we can naturally decompose

vh+1(G3) < vpa (G ) + Z vh+1(Gy 5] (3.16)
j#0
and apply Eq. (3.12) to get the bound
vh1(G5) < Y e B2l Ly 45 (GE £90) + 7SRl (3.17)
J
(where we use the shorthand v, 145 for g (j) hr145,0 When j # 0). We now examine vy, 14;(GY, &Y.
For general /, just as in Eq. (3.13), we can split

V(G5 ) < vilpe = 0,08 =)+ 3] 1a(GE 3 = 1, E0) + (12 = €7Y).

6<r<e3st
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As argued following Eq. (3.13), the first term will contain the dominant contribution of at most e~ (4=2¢,
and the last term will be at most e "6(6—5)¢ < }le_ﬂ e~ (4=Y! The middle sum is similarly at most

247‘67(573)7" max max & o (GS) .
=6 oo oy M H Loz ()

Recalling that G¢ is a subset of | J éc, by a union bound and Claim 3.11,

yelnt(yt)

Z ( |’7 ut| =, 50 Z e—(ﬂ—4)rr2(1 + e—ﬁ)e—(46—)\)(£—1) )

6<r<e3st r=6
This sum is evidently at most ie‘ﬁ e~ (4=NL  Altogether, we get
ve(GS,E%) < (1 + %675)67(4[37/\)2.
Plugging this bound into Eq. (3.17) with £ = h + 1 + j, we get
Uhe1(GS) < Z e*(ﬁ*@ljl(l + %675)67(457/\)(h+1+j) + ¢ 6(6-2)(h+1) (1+ 675)67(45*/\)(%1) 7
J
yielding the claimed Eq. (3.15) and concluding the proof. |

3.3. The elementary cluster expansion. We can use Theorem 3.6 to deduce that the elementary partition
functions admit convergent cluster expansions. For a thorough background on cluster expansion, see [19,
Chapter 5], though we will only use fairly elementary consequences. We will work with the renormalized

elementary partition function Z '“ke'v, though we recall that for simply-connected domains, this is the same

as Ze' kv per Lemma 3.5. For non-simply connected domains, we define Z m eU as in Eq. (3.2) (contours
encurchng holes of U being admissible).

Lemma 3.12. For each i, the limit
fe = lim |A T log Zg' A,

exists. Furthermore, for all (not necessarily simply connected) U, all i and all n,
|log Zys%) — [UIfF'| < e Pla.U].

Proof. The partition function Z™* fits into the standard cluster expansion framework with hardcore interac-
tions between contours (which serve as the polymers). Furthermore, per Item 2 of Theorem 3.6, they satisfy
the requisite exponential decay property on their weights for the Kotecky—Preiss condition [29] to hold at
large 5. The lemma is then a direct corollary of convergence of the cluster expansion. We have used the
bound e~#/2 on the sum of weights of all possible elementary contours confining a vertex v in their interior,
which holds for /3 larger than some absolute constant. |

Using the bounds we obtained in Item 1 from Theorem 3.6, we can provide uniform lower bounds on
fl-e' — ff' in certain windows of the parameter A\. Namely, we get an infinite sequence of disjoint intervals I;
in which the boundary condition 7 elementary partition function dominates. Define

L= A0 for AW = e 48726 0 gnd A = 408 (3.18)
Lemma 3.13. If \ € I, then for every j # i we have
o fjel > e~ 4B8in(+1)) =38
Proof. Applying Item 1 of Theorem 3.6 with A € I;, we find that for every &k < m,

Zel
eV < Nm — k) — LIV] g, log2 (3.19)

o 27| vl

A(m, — k) — 2~ WM+ |V1| log
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Taking k = i and m = j > i, we see that

el
1 Zn,i,V )\(] . ’L)(l i 26—(45—)\)(i+1)+45i+26) > )\(] o Z)(l - 26—4B+e_4ﬂi(i+l)+2ﬁ) )

— log 3
VI 20w

Since e %7 (i + 1) < 1, we see that for 3 large, this satisfies

el
1 Zn,i,V

— log
14 Ze[jv

> AJj—i)(1—ep),

and £ can be taken to be e~ . Since this bound is uniform over V, we can take V to be sequences of boxes
going to Z? to get the lower bound in the limit.
If j < 7, the upper bound of Eq. (3.19) with £ = j and m = ¢ implies

1. 2y < o ABi-B(; _ 5\ _ 1,-4B(j+1) v
V] log —7— Zsl,z,v S € (1—J) — +O( V] )
Since j < i, we can write e 4018 — =48(1+1)—48(i——1)=F and use the fact that e =430 —I—D=B(;— 5) — :
is at most —3 + e # < —e~ uniformly over i — j > 1, yielding
Zel
“1/‘ log Zg{::: < —e~4BGHD-B 4 O(%)
Taking V' to be sequences of boxes going to Z2, and negating the above, we get the claimed bound. |

4. AN INFINITE SEQUENCE OF CRITICAL EXTERNAL FIELD VALES

The aim in this section is to establish an infinite sequence of discontinuous phase transitions as one varies

the external field A, with critical points ()\gk))k>0 ordered )\go) > )\((;1) > ... and accumulating at zero, such

that for all A € [)\gk), )\ék_l)] the SOS measure with boundary conditions k is thermodynamically stable. In

particular, if one starts with boundary conditions & in any domain, then the interface will remain rigid about

height % interior to that interface whenever \ € [)\gk), )\gk_l)].
Moreover, and crucially for the purposes of this paper, we probe the precise behavior as A approaches the
critical points, demonstrating that each of heights k£ and & — 1 will be stable so long as the domain is smaller

than |\ — AL |~L. Itis in this and the following section that the true benefits of the contour representation
and our more geometric arguments arise, allowing us to use much shorter arguments to get sharp results
analogous to [11] for all A > 0 rather than only for A > cg > 0 fixed and bounded away from zero.

4.1. Rigidity of height /1 when ) € I;,. For each h, the full window [)\gh), )\ghfl)] will contain the interval

I, from Eq. (3.18), so we begin by establishing the rigidity in the smaller interval away from the critical
points. A general contour collection in nr:]h,V consists both of h-elementary contours, and ones that are
not h-elementary. The above estimates give us the ability to prove that even the contours that are not h-
elementary have exponentially small h-renormalized weight when A € I,.

Lemma 4.1. If A\ € I}, then for every (not necessarily elementary) v, we have
Wi (y) < e”B=hl

The proof of Lemma 4.1 goes by treating nested collections of non h-elementary contours together, so
that the partition functions on their complements are exactly the elementary ones, for which we know that
being at height h is the most preferred when A € I, per Lemma 3.12. The key step in the argument is to
bound the total weight contribution over all choices of non-elementaries that can be nested in -, noticing that
their being non-elementary is enough to beat out the entropy over the possible locations they can be placed
(also using that if they are far from the boundary of their nesting contour, there is a cost due to the height-h
elementary free energy being the dominant one). This argument was performed in [15, Lemmas 2.13-2.14]
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for their cylinders rather than our contours, using an encoding of clusters of non-elementary cylinders into
weighted trees. With only minor modifications, this argument can be imported into our setting of contours,
and we therefore defer the details to Appendix B.

Given Lemma 4.1, we can deduce convergence of the cluster expansion for Zj, i, (see the next subsection)
as well as the following rigidity of the (full) SOS measure with h-boundary conditions when A € Ij,.

Lemma 4.2. Suppose )\ € Iy. For every V, every n, and every x € V,

fin v (e — h| = 7) < e~ 4B

Proof. Tt suffices to bound the probability that there is a set of all contours nesting = have total size at
least 4r. The bound on this goes via a standard Peierls estimate, with the set of all such configurations being
mapped, via deletion of their outermost contour, to the set of configurations whose set of all contours nesting
x has total size at least 4(r — 1) (since |p, — h| would change by 1 under this operation). If in the contour
representation of ¢, 72"t is the outermost contour confining x, we can enumerate over all such choices of
the contour having size r > 4, there being at most 4" many such choices, and recall from Lemma 3.2 that

the probability of a specific contour  being 72" is exactly ;" (~y). Together with Lemma 4.1, we get

T

MmW( > hiz 47“) <), 47"6’“3’4)’"un,h,v< Nyl = Al - 1)) :
r=4

~:xz€lnt(~y) ~:x€lnt(vy)
which, when iterated implies the claimed bound for large 5. |

Truncated free energies and cluster expansion. Having established exponential tails not only on elemen-
tary ~, but also when A € [y, non-elementary ~ based at height h, we can deduce that the full partition
function Z,, 5, v admits a convergent cluster expansion when A € I;,. In order to compare this with other
partition functions (which may not admit convergent cluster expansions), we introduce “truncated” partition
functions which modify the renormalized weights so that they admit convergent cluster expansions at all ref-
erence heights and all A. These will coincide with the usual partition function whenever the usual partition
function has exponential tails on its renormalized weights.

Definition 4.3. For an contour ~, define its A-truncated weight
Wi () = min {W;" (7), e =201} @.1)

As a consequence of Item 2 of Theorem 3.6, we have for every elementary y, W' () = W;"(v). Also,
by Lemma 4.1, if A € Ij,, then every non-elementary contour ~ also has W;"(y) = W;"(v). We can now
use the truncated weights to construct truncated partition functions.

Definition 4.4. For general n, h, V, define the truncated partition function

Zyny = MV WG

Fe%,;t‘h,v vyel’
By definition of W;" and ZT'} |/, we always have

Znny < Zyhy s +-2)

By the earlier observation that W' (y) = W () for all ¥ when \ € Ij,, we have

Zywy = Zyny  forallXe . (4.3)

By Lemma 3.2, if V' is simply connected both the right-hand sides above can be replaced by Z,, 5, v .
Below, we collect some standard consequences of convergent cluster expansions that we get for the
truncated partition functions. Towards this, define the following finite-volume free energies:

1 1
;rh,v = m log Ztl:h7V y and fn’h7V = m log Z V- (44)
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As argued in Lemma 3.12, the uniform e~ (*~®1l bound on truncated contour weights implies that the
truncated partition functions admit convergent cluster expansions, yielding the following.

Lemma 4.5. For each h, the following infinite-volume free energy
o= lim Fiha,
exists. Furthermore, for all (not necessarily simply connected) U, all h, and all 0,
|log 2%, — |U1£57] < eP2|0.U] .

At the same time, due to Eq. (4.3) and Lemma 3.2, when A € I,

1
fni= nh_I}C}O I IIOanhAn,

exists and is equal to f;" because the partition functions are equal. Since

1 Znj v AY
og =< (B+A)-|h—j|
VI Zeny V]
(by crudely forcing the heights along the boundary to be at h), we find that when A € I,
fi=lim f,;a, exists,and f; = f, = f} forall j # h. 4.5)
n—0o0

We now show using the truncated free energies, that there exist an infinite sequence of critical values of
A dictating transitions between which height maximizes the infinite-volume truncated free energy.

Proposition 4.6. There exists (Aﬁ") )220 > 0 such that for every i, it has I; C [A?) , /\EH)] and
(D) A <X <A, then [ > f¥ forall j # i.
(2) If A=A, then [y = fi > [¥ for j ¢ {i,i +1}.
Proof. We first use Eq. (4.5), then Eq. (4.2) to deduce that for every A € I;, we have for all 7,
fir=fi=fi=f. (4.6)

We now lower bound the A-derivative of ff" — f]t-r to deduce that there is a single A\ at which the former
becomes strictly larger than the latter. We start by considering the derivative for finite volumes. (The
boundary signing can be arbitrary here, so let us take it as free and drop it from the notation.) Explicit
differentiation gives

‘d)\ VJFZ‘\ sz [ > Int(7)
~yell
(where when the derivative does not exist due to the min in W* (), this bound holds for both the right
and left derivatives). By standard cluster expansion reasoning, the total volume confined by v € I has
, and therefore the expectation on the right above is at most e~#/2|V/|,
uniformly over A. This implies that for any simply connected V, for all k, [

d . _
SRy = fiy) = —k) <2, CH)

Taking V' = A,, and n — oo, this implies that f;", ff" are (Lipschitz-)continuous in X, and for all A > 0, we
have for all [, k

LU )2 (el =),

(Again, when there are issues of non-differentiability, this lower bound holds both for the right and left
derivatives.) When this lower bound is combined with Eq. (4.6), the desired sequence of critical values )\((f)
and the claimed strict inequalities on truncated free energies follows by continuity in . |
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Eq. (4.7) also gives the following relation between f;" — ,Eril and d*()\) from Eq. (1.2).

Corollary 4.7. We have for every k that for A < A=

(1—ep) AV =) < i = fily < L+ )WY =),

and similarly, for A > A\, we have (1—eg)(A— /\gk)) <= <@ +eg)(X— /\((;k)).

In what follows, to simultaneously consider the ¢ = O case, by convention set )\gfl) = 0.

4.2. Extending control of non-elementary contours to \ € [A((zh), )\ghfl)]. Our aim is now to prove that
the rigidity at height h (e.g., exponential tails on W}'(y) even for non-elementary ) holds throughout the
full window [)\gh), )\ghfl)] where Proposition 4.6 showed the h-free energy dominates.

From this point forth, our arguments deviate much more significantly, even at the high level, from the
strategy of [11] as their arguments became more constrained by the usage of cylinders instead of contours,
and begin to necessitate A bounded away from zero by a S-dependent constant, or equivalently necessitate
the boundary level bounded by a S-dependent constant. By contrast, our arguments are significantly shorter

than those in [1 1] and allow us to interpolate all the way down to A = 0.

Proposition 4.8. Let \ € [/\gk), )\ﬁk_l)]. For every (including non-elementary) contour ,
Wi () = Wi (7).« (4.8)
In particular, if \ € [)\gk), )\((;k_l)], then
Zyy = Zoyy - (4.9)

and if V' is simply connected, Z,) |, v = Zrt;tlc,V'

Proof. We prove the proposition by induction. Eq. (4.8) is already proved for elementary contours in The-
orem 3.6 so it suffices to show it for v that is not k-elementary. Suppose Eq. (4.8) has been shown for
every contour 4 having |Int(y’)| < m and show it for v such that |Int(vy)| = m + 1. For ease of notation,
let VU {z} = Int(y) where x is a prescribed point on the boundary 0;(V U {x}) such that V' is simply
connected. Recalling the definition Eq. (4.1), if - is an up-contour, we wish to show

Z4 k1, Vo <ehl. (4.10)
Z-‘r,k,Vum

If we let + be the boundary signing on ¢;V that is + on all vertices in ¢;(V U z), and free on 0;V\0;(V U x),
the first bound we make in this direction is

Zy ky1Voa < Zigs1vor M 23 b1,V Zg jt1,Vor
)

~
ZikVor Zigpv Zigv Zigay

using in the first inequality the fact that Z j v, > ez 1 kv The second ratio on the right is exactly

(Lt k1, vos(pe =k + 1))71 = (4 p41,voe(os <k + 1))71~

By monotonicity, the probability of {¢p < k + 1} is only increasing as we increase A, and so the right-hand
side above increases as we decrease \. Therefore, we upper bound the right-hand side by decreasing A to
X' € Ij4+1. At that point, the rigidity Lemma 4.2 implies the above display is at most 1 + 3.

Plugging this bound in, we are left with

z 4
L4 k+1,Vux < (1 + 55)6)‘kﬂ- “4.11)
Z+,k,Vu:c Z;7kvv

For the ratio on the smaller domain V', we first use Lemma 2.3 (saying that the ratio is decreasing in \) to

increase the ratio by decreasing A to )\gk), at which, by the inductive hypothesis, both partition functions
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are exactly their truncated versions. By definition of )\((;k) and Proposition 4.6, we have fl§r+1 = fi at )\gk),

whence by Lemma 4.5,

Ztr Ztr
PRI R v PR T v —B/2
¢ Vo< ¢t Vo< e2e [0 V] )

X

Ztr ~ Ztl’ _
AW T kv AR TRV

Plugging this bound into Eq. (4.11), we are left with

i k+1,V ~5/2
+,k+1, < (1 + 6/3)6)\k€26 [0V | )
23 kv

Since A\ < e~*Pk+28 A 1, we have (1 + Eg)e’\k < e? say. Since we are assuming the confining contour
bounding the region V' U z is not k-elementary, it has |y| > e3P, so for 3 large,

2078210,V +2 < [0.(V L z)]

which together with the above implies the claimed bound of Eq. (4.10) since |0.(V v z)| = |v/|.
If v is instead a negative contour, the argument proceeds analogously. Here,

(,Ulf,kfl,Vuz(Sox >k — 1))_1 >

will be increasing as we increase ), and taking A to A’ € I is an increase of \. Similarly, the ratio

)

Z;’ k—1V / Z;7 kv will be increasing in ), so we can increase A to )\gkfl as needed. [ |
We can also deduce the following, showing exponential tails on all contours based at heights k£ + 1 if they

are small as compared to d(\,,) from Eq. (1.2) so the free energy difference does not overcome the cost in

the boundary. Later, this will be crucial to understanding bottlenecks and the formation of critical droplets

when ) is microscopically close to a critical value.

Corollary 4.9. Suppose \ € [)\E’“), Aﬁ’“’l)]. If v is a down contour and diam(y) < (ff' — fir.,)~', then

Wit (v) = W (), and if v is an up contour with diam(v) < (ff—fi ) ~" then W™, () = W, (7).

Proof. Consider  a down contour having diam(y) < (ff — ff,;)~*. For these, we have

Zivkﬂlnt(v) < Ztﬁr’k’lnt(w)

)

== tr
Z—,k:+1,lnt(v) Zf,k+1,lnt('y)

where we used Eq. (4.9) on the numerator, and Eq. (4.2). By Lemma 4.5 applied to both terms on the right,

Wity (y) < exp (= Bl + (ffF — fiy) 7Hint(y)| + 2e77/2]4)) .

Using the assumption that diam(y) < (ff — i), and |Int(v)| < diam(y) - ||, we get that this is at
most exp(—(5 — 2)|v|) as claimed. The reasoning for a up contour from k£ — 1 is analogous. [

We will also use the following more technical corollary deducing for the full, as opposed to truncated,
partition functions that up to an error of £ 5|0, U|, the full partition function on U with boundary % is dominant

when \ € [)\gk), )\((;kfl)] (cf. the crude error size 3|0.U| one gets by forcing).

Corollary 4.10. Consider an arbitrary domain U (possibly not simply connected) and any boundary sign-

ingsmand C. If A € [Agk), /\((;k_l)], then for all j,

ZngU _ e 310U |j—k]
— X € .
Z¢ kU
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Proof. Suppose first that j = k£ + 1. By Lemma 2.3, we can decrease A to )\gk), only increasing the ratio
between the partition functions. Since Lemma 3.2 only applied to simply connected domains, we cannot

move to Z* immediately. Instead, if we call H; the holes of U on the one hand, at ,\E’“’,

tr
P Inj+1,00; Hy Zn,k+1,UuUi H;

< =
777k+17U = tr Y
HiZ Jk+1,H; HiZ Jk+1,H;

where the inequality is by inclusion, and the equality uses Proposition 4.8 and simply-connectedness of
Uu UZ H;, and of H;. By Lemma 4.5, therefore,

Zpki1U < exp (f,;'+1|U\ +e (o o | JH) + Y. |8€HZ-|)> . (4.12)

On the other hand, if we define ZQW as the restricted partition function where no contours confining
any hole H; in their interior are allowed, then

Zewv = Zewy = Zu = 28D -

From the convergence of the cluster expansion for erk, y» 1t is not hard to deduce that

Ztr

Ztr
SEU > exp (- 67ﬁ/22 |0.H;l) -
GkU i

Combining the above two, and applying Lemma 4.5 to Zka’U, we get
Zeww = exp (fENU] — P20+ Y [0.H))
i

Combined with Eq. (4.12) and the fact from Proposition 4.6 that the limiting truncated free energies f1§r+1
(k)
C

and f;" are equal at \¢’, we get

Zndr U (6—6/2(|an| +2 ) |0eH;| +10.(U v UH@-)I)) :

That sum of the various boundary terms counts each edge in .U at most three times, leaving that the above
is at most e3¢~ 7?12Vl < e™"710:Ul gt large B. If j = k + £ more generally, we first express

ZniU  Znpktou L k+1,U

ZekU  Lpkti—1U Z¢ kU

We can then evaluate the last term at A£k+1), the second-to-last one at )\gkﬂ), etc, each of these only increas-
ing the ratio of partition functions per Lemma 2.3, and then being calculated as above. The other direction,

where j < k is analogous, with the increase of A to )\((;kfl) increasing the partition function ratio. |

4.3. A geometric rigidity statement about height & when )\ € [)\gk), )\gk_l)]. As a consequence of Propo-
sition 4.8, we can deduce rigidity of the SOS distribution with height &£ boundary conditions just like

Lemma 4.2 throughout the entire regime \ € [)\gk), )\((;kfl)]: forallpandallz e V
pin kv (Joe — b =7) < e B forall A e (AR, AE-D] (4.13)

We go beyond that, showing a more geometric rigidity statement. Namely, if A € [/\gk), Agkil)], we show

that the set of height k sites qualitatively behave like a highly supercritical percolation.
For this, we will need a few geometric definitions.

Definition 4.11. We say a set of sites L — Z? forms a loop if the vertices of L can be ordered vy, ..., V||
such that vg = v|r, for every other i # j, v; # vj, and v; ~ v for all i. They form a loop surrounding a
set A if A is in a finite connected component of R?\ L.
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Given a configuration ¢ on a domain U we say £ < U is a height-k loop if it is a loop and ¢, = k for all
x € L. For a fixed set A, the outermost height-k loop in U surrounding A is measurable with respect to the
sites exterior to it. In particular, this outermost loop can be revealed by starting from ¢;U and revealing its -
connected components (connected components with respect to *-adjacency, meaning adjacent or diagonally
adjacent to) of non-height-% sites.

Lemma 4.12. Consider a domain V' containing Ay, .,, with boundary conditions k and suppose A\ €
[)\ﬁk) , /\((;k_l)]. The outermost loop L of height-k sites in Ay, 1, surrounding the origin satisfies

L] <4(1+6)(m+r), and Ay, < Int(L),
except with [i, . v -probability me~(B=C)r 4 g=0(B=C)(m+7),

Proof. Consider the outermost contours under /i, 1,1y Whose interiors intersect d; A, 1, as well as any mu-
tually external contours which are incident to those, and so forth. This leaves a collection of contours, call
it G the union of whose interiors confines the *-connected components of non-height-% sites of 0;U.

The probability that L] > 4(1 + 6)(m + r) is bounded by the probability that 3 . [y| > é(m + ).
This is governed by a Peierls map, since all contours in GG are mutually external, each contribute a weight
of W () per Lemma 3.2, which is at most e~ (B=5)hl using Proposition 4.8. The number of choices for G
having >} |7 = lis at most 20ihm+r O while the probability of any fixed G is at most [Ler Wi () <

e~ (A=) 50 the sum over [ > §(m + r) comes out to at most e 3= +7) for some universal C.

The probability that A,,, ¢ Int(L£) is bounded by the probability that some incident sequence of contours
of G intersect both d; Ay, and d,A,,, which is seen to be at most me~(? —O)r by a union bound over the
4(m + r) sites where the sequence of incident contours could start, and then a Peierls map like the above to
bound the probability of such a sequence of incident contours having size at least r. |

5. SPATIAL MIXING PROPERTIES IN FINITE VOLUMES
(%)

In the previous section, we derived a sequence of critical external field values (A¢ )y, dictating transitions
in which truncated free energy is largest, and showed that when \ € [)\gk), )\((;k_l)], we have rigidity for
the height k& boundary SOS model. Our aim is now to deduce spatial mixing properties when the boundary
conditions start from a different height. Namely, we show that if we start with some arbitrary boundary
condition, the distance between the boundary and the nearest loop of height-k sites has an exponential tail.
Inside of the outermost such k-loop the surface will be rigid, and this will in particular be used to couple
SOS measures with different boundary conditions away from their boundary.

This section is sensitive to the isoperimetry properties of the underlying domain and we henceforth restrict
attention to boxes A,,. Also, we now need to allow consideration of non-constant boundary conditions, so
welet ¢ € Zi"v denote general boundary conditions on V', unless otherwise specified the floors and ceilings
will be at 0 and oo respectively everywhere, and we will use the shorthand notation (i A, for this measure
on A,,. The main theorem in this section is the following.

Theorem 5.1. Let 5 > [y, A\, € [A&’“m), /\((;km_l)] and k, < am < &. Consider the concentric boxes
Ay j2 © Ay There is an absolute constant C > 0 such that for all m = CBa,,/d(\) (where d()) is defined
as in Eq. (1.2)) and all boundary conditions ¢, ¢ having ||¢|w v |¢'||c < am, we have

1600 (9 (An2) € ) = pigr 0, (9 (Aiy2) € )y < 7770
When A is kept fixed independent of the domain size, we desire a stronger spatial mixing estimate, and
towards that purpose need to allow for unbounded boundary conditions.

Corollary 5.2. If for some € > 0, A\ > ¢, then the maximum in Theorem 5.1 can be replaced by a supremum
over all possible boundary conditions ¢, @', so long as m = C(f,¢) for C(B,e) > 0 that is finite for all
A > 0 (it blowsupase | 0).
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We will also prove a similar weak spatial mixing statement to Theorem 5.1 for annuli of side-length n
and thickness m, with boundary conditions differing on the inner boundary: see Theorem 5.11.

In this section, we mix arguments based on the height function representation of the SOS model, and loops
of height k, {> k} and {< k}, with those based on the contour representation. This enables us to combine
more percolation-theoretic arguments based on coarse-graining, together with the cluster expansion-based
estimates of the previous sections, and is key to our results holding arbitrarily close to A = 0.

5.1. k-contours in boxes with height & + 1. We first aim to establish that started from height k£ + 1, there
will be a k-contour surrounding the concentric box of half the side-length in any box of side-length larger
than d (\), which we recall are defined as

at(\) = mkin{()\gk) —N:A® S AL and aT () = min{(A - AR AR < Ay,

C

(Recall also that d(\) = min{d™(\),d™(\)}.) Notice that if the boundary conditions on A, are k& + 1 and
there is a down k-contour « surrounding A/, then necessarily 0;Int(y) forms a loop (per Definition 4.11)
of height-{< k} sites. Similarly for £ — 1 boundary conditions, an up k-contour, and height-{> k} loops.
The following lemma will be essential to our spatial mixing arguments, and will get boosted into expo-
nential tails to get to height & from any height, rather than just £+ 1 using monotonicity and coarse-graining.

Lemma 5.3. For any € > 0, there is fy(e), do(€), and absolute constant Cy, such that the following holds.
Suppose V' is a simply-connected subset of A, having |0,V | < 4(1 + dg)m, and X € [A&k), )\gk_l)], with
m = CofB/d™ (N);
Then, forn € {—, f},
pnriry (37 €T 2 h(y) = ki Int(7) 5 A gym) = 1 — e 77/C.

The same holds under [, 1 v forn € {+, f} if m = CyB/d* (N) instead.
Proof. We prove the lemma with k& + 1-boundary conditions, the k£ — 1 case being symmetrical. For read-
ability, we drop the boundary signing subscript 77 from the notation.

We consider the geometric properties of the family of large (at least (log m)? length) k-contours, to show
that with high probability one of them must confine the box A(;_.),,. Throughout this proof, we call a
contour y macroscopic if it is outermost and has |y| > (logm)?. For a (standard) contour collection T, let

I';* be the collection of outermost macroscopic k-contours, and let Fg‘ic be the set of outermost k-contours
that are not macroscopic. We use the following basic isoperimetric bound from [10, Lemma 2.6].

Fact 5.4. For every € > 0, there exists 0(¢) > 0 such that if (v;); are any collection of mutually external
geometric contours in N, satisfying

il <4 +8)m,  and ) |Int(y)| = (1-8)m”. (5.1)

Then, if v is the one with the largest interior, Int(v1) contains Aa—eym-

Given Fact 5.4, it suffices to show that in a typical sample from i, 41,1, the collection I';*° satisfies the
two conditions of Eq. (5.1) for § = §(¢). Towards this, we will prove Lemma 5.3 with §y = 35(¢) and cover
the complement of the event in Eq. (5.1) by the following bad events:

B, ;:{ 3 >4(1+5)m}, (5.2)
yermae
By = | U Ba,i, where By;= {\{7 eI [yl e [2°, 2]} = ﬁe_(l'l)lmﬂ, (5.3)
1<i<2logy logm
By = Bangm{ 3 lint(y)] < (1_5)m2}. (5.4)

~elmae
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Observe that on the intersection of (Bii)l@-@ log, log m» We have

) 1 i C
Int(7)| < S 22040 (12 o & 2
2, Imol < 2,250 7
k

which for 3 large, is at most 6m?/2 area confined by contours in Fg‘ic. We show that each of By, Bs, B3
have small probability in Eqgs. (5.2) to (5.4), which when summed yield Lemma 5.3.

Bound on By : too much length in macroscopic loops. We first show that for 3 large enough, dyp < §/2,
firr1y (By) < e (B=C)om (5.5)

Consider a fixed collection of mutually external macroscopic k-contours 1'% in B1. The weight of config-
urations with this specific realization of I'}'* can be written as

Zi1,v (TF%) = Zjep1 xe(rme) H eim’y‘Zf,k,lnt('y)v

~elmae

where Z indicates here that the sum is restricted to having no outermost macroscopic k-contours, and no
contours confining any of the v € I';'* (ensuring compatibility with I';’* indeed being the collection of
outermost macroscopic k contours), and the boundary signing is that induced by — on ;" and + on dpInt(~y)
for v € I';®. By inclusion, the first term is at most Zj, +1,Ext(Iee) - At the same time, the denominator in

pre1,v (TF) = Zyy1 v (TF) / Z41,v evidently satisfies

Zpry = e P0ViZ_ 4y > e_ﬁlaevlzk,Ext(F‘I?“) H Z_ kint() - (5.6)

~ermae
Dividing through, and using |0,V | < 4(1 + dp)m we get
B0} =3 erpe ) Dl LEt(T)
2 Ext(Tp)

By Corollary 4.10 applied to U = Ext(I'}*), whence |J.Ext(T'}7*¢)| < 4(1 + do)m + Z,Yel"rlgac 7],

e,y (%) <e

Mk+1 V(Fglac) g eﬁ(4(1+60)m_27 |’y|)+57ﬁ/3(4(1+60)m+27€1—~r£ac |’Y|) )

At this point, we can bound ;41,1 (B1) by summing over the possible choices of I'}* € B;. Let K denote
the total number of contours in I';'*°, let M denote ) e |7/, and note that K < M /(logm)? since these

are all macroscopic contours. Then bounding (";(2) < e2Kogm e have
Mk+1,V(BI) < 2 Z 2K logm4Mef(,871)(M74(1+50)m) )
M=4(146)m K<M/(logm)?2
Since K < M /(logm)?, we have e25108™ < M (for m > 10 say) and this is at most
Z M = (B=1)(M-4(1+50)m) < A4(1+60)m Z e~ (B-O)L
M=>4(14+0)m L>=46gm
where we used that § > 26g. This implies the desired Eq. (5.5).

Bound on Bs: too much area in microscopic loops. Our next aim is to show that for every ¢ < 2log, logm,

pes1y (Bog) < e”(B=Cm??. (5.7)

which when summed over 7 < 2log, log m bounds the probability of By by e~ (8 _C)m4/3, say.



METASTABILITY CASCADES AND PREWETTING IN THE SOS MODEL 31

For ease of notation, let Fg"iic = {yeI'Mc: |y| € [2,271]} so that By; = {|I‘g“f| > 12~ (L) 2y,
Consider a fixed collection of outermost non-elementary k-contours I'y, = ('}, T'7'*) belonging to Ba;.
The total weight of configurations with a specific realization of I}, denoted Zis1,v (L) is

mic\ __ 77 . —Bly
Zr1,v (TEF) = Zgg 1 Ba(rme) H e M2 ki) -
serps

where Z indicates that it has no non-elementary outermost down contours of size between [2¢,2¢*1] and
also no non-elementary contours nesting any vy € I‘g"‘f. By inclusion, the Z term is at most Z, +1Ext(I)

Dividing out by Zj. 1 1 for which we have the lower bound analogous to Eq. (5.6),
Zyyr,v (T) o PO RI=B T g b Ly 1, Exe(Tp)
Zg+1,v Zk,Ext(rgjg)
By Corollary 4.10, this is at most

66(4(1+60)m72'ye% i Y1) +e /3|0 Ext (T )|

Now observe that on the event By ;,

Syl = 2721 2 = g2l 2= (102

mic
el

For all ¢ < 2log, logm, this is at least m?/2, say, so long as m > Cf 1/4. Now to sum over the possible

choices of T¢, let Zyergi; |v| = M, let K count the number of contours in '€, and note the bound
|0Ext(Ty ;)| < 4(1+ 8o)m + M. We then obtain
2
m —(B— _
pry1,v (Bai) < Z Z (K)CMe (B=1)(M—4(1+00)m)

Mzp8-1/2¢ilog 2—(1.1)4 2 K<27'M
Letting 2~“M = pm?, and using the fact that M > m?3/2, this is at most
2 2
S e G-on
B—1/2e— (1.1 g p<l

Since p > B~1/2e~(11)" we can upper bound log(2/p) and use 2!Bpm? = 4pm?(1.1)% log 3 to see that the
second exponential dominates the first, whence for all m > C'3 /4 we get

pri1,v (Bai) < e~ (B-Cle 0 m?.
Using that e=(1:D"'m2 > m3/2 for all i < 2log, log m then yields the claimed Eq. (5.7).
Bound on Bs: too little area in macroscopic loops. For the last bound, let
Av = fil = Il (5.8)

which is positive and at least (1 — g)d™ () per Corollary 4.7 for A € (Agk), )\,(;k_l)]. The goal of this last
part is to establish the following bound:

firs1v(Bs) < e PO (5.9)
On B, the total boundary length confined by outer contours of size at least A;l is at most

Z 2”1ﬁ*1/267(1'1)im2.

i1=—logy Atr
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We can absorb the 2°+1 prefactor by changing this to 3~/ 2¢—(1.05)!

. —1/2,2, A '
i —logy A Zvep}?ﬁ |v| < B7Y?m?e v, for some universal constant o > 0.

, and summing that out, we get that

Now consider any realization of G, = ((FI,;“ZC)p logy Aws L) belonging to B3. The partition function
associated to these contour families is

Zi1,v(Gr) = Zgs1 exe(Gy) H e PMZ_ 4 ity »
v€Gy

where Z here indicates that there are no outermost k-contours of size larger than Atr , and none of the ones
in G, are surrounded by another contour. As such, for every contour y appearing in the sum corresponding
to Z, it has diam(y) < |y|/2 < Ay'. By Corollary 4.9, this implies that for all contours appearing in Z,
they have W', () = W}, (7). By inclusion, then,

Ziav(Gr) < 2 e L1 €2 kimin -
v€Gk

Dividing by Zj. 1 v, on which we have the lower bound analogous to Eq. (5.6), we get

Ztr
AB+00)m=F 2 ec, 1l k+1,Ext(Gy) .
Zk Ext(Gy)

By Proposition 4.8, Zy gxi(G,) = Zk Ext(G) since A € [)\(k), )\gkfl)]

pr+1,v (Gr) <

, S0 by Lemma 4.5,

fes1 (Gr) < 66(4(1+6o)m—§1yggk |’Y|)e—AtrIExt(Gk)|+2e*5/2|55Ext(Gk)| '

On the event B3, we must have |Ext(Gy)| = dm?/2 as under BS at most m?/2 area is confined by
(U; Int(T'M) and on Bs at most (1 — §)m? is confined in I'™°. Thus,

te+1,v (Gr) < 64(ﬁ+1)(1+60)m_(ﬁ_1)ZWEGk |V‘efAtrtsmz/Q < (AB+C)m—Awdm?/2

Now consider the entropy over the choices of GG, that belong to B3. Since Bs < BY, for the macroscopic
contours, the total number of choices of I'}'* in BY is evidently at most

m2

(4(1 + d0)m/(log m)?

For the microscopic contours, since B3 < BS, for each 7, there are at most 5~
in I}, each of size at most 2i+1. thus, the number of choices is at most

)44(“50)’” < exp(10m) .

126=(11)" 2 many contours

2log, logn i ‘ _ i 2log, logn ‘
H B2 (D m2 (14 (1.1) +log 8) g~ 1/227H Te= (10 2 _ exp (6_1/3m2 Z 21'6—(1.1)1>
=—log A¢r i=—log Ay
Since the sum is dominated by the smallest i = — log Ay, the count above is at most exp(3 —1/3¢=Ag" m2)

for some universal constant o > 0. Therefore, summing up over the choices of G € Bs, we get

g1y (Bs) < exp (= (3And — 8713 24" )ym? 1 (48 + C)m) .

We have the naive upper bounds of Ay, < max{}, (1 + 55)6_45 } on Ag, we are really only interested in
the behavior when A, < 1, say. Since « is universal (independent of 3, A), it is easy to check that for large

£ (depending only on av) we have S~ /3e~2x" < Ay, /4. As such, we deduce that
fks1,v (Bs) < exp(—1Agdm® + (48 + C)m) .
This gives Eq. (5.9) so long as m > 2085~1/d=()). [
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5.2. The outermost k-loop in general domains with i + 1 boundary conditions. We next use Lemma 5.3
to show that in general domains (not necessarily boxes) with £ + 1 boundary conditions, the distance of the
outermost loop of height-£ sites to the boundary will have an exponential tail. For any domain V, define the
shrinkage of V' by r as

Sy (V)={veV:dw,oV)=r}.
For V' : S.(V) © A, /2, let L4, be the outermost loop of {< &} sites surrounding the origin.

Lemma 5.5. Let V' be any simply connected set having 0\, ;o V' < 0Ayy,. For every X € [AE’“), /\E’H)],

ifr = CoB/d~ () and m = 2r, then forn € {—, f}
tin i1y (Lak € VASH(V)) =1 —18;5,.(V)]e P/,
The same holds under (i, 1 v forn € {+, f} if r = Cof/d*(N).

Proof. We prove one direction, the other direction being symmetrical. For every x at distance r from 0V,
let B, = B,(z) be the ball of radius r about z, and let A, = B,(x)\B, 2(x) be the annulus between B,
and its concentric box of half the radius. By construction, B,,, A, are interior to V. Let F,. be the event that
there is a loop of {< k}-sites in the annulus A,. If E, occurs for all z € ;S,(V), then L, < V\S,(V).

Therefore, the complement of that is a subset of the event [ J,,. 2,5, (V) E¢, and it suffices to upper bound
the probability of this union. We use a union bound for this and consider any fixed x. For fixed x € 0,5, (V),
of which there are at most m?, consider the probability of ES. Let A/, be the annulus B,(x)\Bs, /4(z) and
first consider the event E, ¢ that there is an outermost loop of {< k + 1}-height sites C, in A/, having total
length |C,| < 4(1 + do)r. We use the bound

pe1,v (ER) < prey1,v (B o) + pres1,v (B | Exp) - (5.10)
For the first probability in Eq. (5.10), note that the event E7, , is an increasing event, so its probability is only

larger by decreasing A to /\((;k). Upon doing so, the probability of EF  is upper bounded by Lemma 4.12

whereby it is at most e%0B"/4 for larger than an absolute constant.
For the second probability in Eq. (5.10), we can condition on the outermost loop of {< k + 1} sites, C,,
and note that it being measurable with respect to its exterior, we get

pk1,v (By | Exp) < max max o int(C.) (Ez) 5

where the maximum over C, runs over those confining Bz, 4 in their interior and having length at most
4(1+ dp)r. Since EY is an increasing event, we can take the maximal boundary conditions k + 1 on Int(C,),
at which point Lemma 5.3 with e = 1/2 (so that §y above is g(¢ = 1/2)) provides an upper bound of e ~#7/¢
solong as r > Cy3/d~ () and S large. Combining the above two estimates and taking a union bound over
the |0;S; (V)| many possible choices of = gives the claimed bound with a different absolute C. [

5.3. The case of general boundary heights. Our aim is now to show that if the boundary conditions are
at any height between 0 and m/log m, the interface will, with high probability, contain a loop of height-%
sites surrounding the origin when A € [/\2’”, )\((;k_l)]. The argument essentially goes by repeatedly using

monotonicity to apply Lemma 5.5 to each level from the boundary condition height to k£ one at a time.

Lemma 5.6. Suppose \ € [)\Ek), )\gk_l)], E+1<j<i2,andm =2CyjB/d" (). Forne {—, f},

< Togm
g (Lt © Am\Agmya) =1 —e 70

The analogue holds forn € {+, f}, 0 < j < k — 1, and L=y, replacing L<y, if m = 2CokB/d* (N).

Proof. We show the bound supposing that j > k + 1, the other direction being analogous. Let C; denote

Int(L<;) for all 4. Let r; be the minimal r such that L, is a subset of C;\S,-(C;), in other words the
maximal distance from L; that L<;—1 gets. In order for Ly, to not be a subset of Ay, \Agy, 4, it must be

the case that Zz;; r; is at least m /4. We fix any possible sequence (7;); with r; = 0 for all 7 and such that
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ZZ;,}: r; = m/4. Since j < m, there are at most 2™ many such choices. Since m > 2Cqj3/d~ (), there
must be some subsequence of these (r;), call them (7, ), such that they are each larger than Cy/3/d~ () and
whose sum exceeds m,/8.

We now upper bound the probability that for all [, we have L;, intersects Snl (Ci,+1)- We do so iteratively
from the boundary inwards. Namely, for fixed such (7, );, the probability of interest is at most

[ T tngam (L<iy 0 Sy (Ciri1) # B | (Am\Ciy11)) -
!

(Here we used the fact that C;, 1 is measurable with respect to the height values on its exterior.) The con-
ditional measure is then exactly P iy +1,Ciy 41 By monotonicity, since the event in question is an increasing
event, the probability is only larger if we lift the floor up to 7; — k whence the measure will be an additive

translation of p_j1¢, ., With A € | gk), )\gk_l)]. At that point, the probability we are interested in is ex-

i1
actly that bounded by Lemma 5.5, whence it is at most |0;S;(C;,+1) |e_”'l/ ¢ Performing the sum over all

possible choices of 7;,, and plugging this in, we get
15 (Cie O Agryya # B) <A™ (mP)Te=Im/E
So long as j < m/(logm), this will be at most e ~#"/C for a different C. [

Remark 5.7. At this point, one can see Theorem 1.4 by applying (the second part of) Lemma 5.6 with
j = 0, revealing the outermost loop L, then using the rigidity at height k interior to £, per the estimates
of Section 4.3 to see that interior to £, most sites are exactly at height £ when \ € [)\gk), )\gk_l)].

In the case where A > 0 is kept independent of the box size, the external field is strong enough to allow us
to consider all possible boundary conditions (unbounded) and still obtain spatial mixing. For this purpose,
the following lemma shows that the surface drops to some finite height quickly even started arbitrarily high.

Lemma 5.8. For every A > 0, if m = C\™!, the outermost loop of height {< C\2} in A,, confines
A(1—z)m in its interior except with probability e™“™.

Proof. 1t is fairly straightforward to check that as long as a box has side-length L at least Ly := [8/)]
the values of ¢ will have finite moments uniformly over all (unbounded) boundary conditions: see [11,
Proposition 3.2, item (i)] for a short self-contained argument. In particular, in a domain V, for any x at
distance at least Ly away from 0V, for every s there exists a constant C'(/3, s) > 0 such that for all A > 0,

sup o vles]l < AT°C(B,s) .

Now for simplicity, consider the domain A,,, and tile it by overlapping boxes of side-length 2L x 2L that
overlap on half of their area (i.e., centered at the vertices of A,,, N LyZ>.

Consider any such box B,. Uniformly over the boundary conditions on that box, by Markov’s inequality,
and a union bound, the probability that there is no {< LoA~!} loop around the concentric Lo x Lg box is at
most C'(3, s) Ly s+ Call such a box bad, and call a box good if there is such a loop. The set of bad blocks
form a 1-dependent percolation in the graph induced by the boxes, with two boxes called adjacent if they
intersect. By classical reasoning (see e.g., [35]), this will be stochastically dominated by an independent
percolation with a parameter that can be made arbitrarily small by taking L large, from which we deduce
that the probability of a path of bad blocks from dA;;, to 0A(_.),, is exponentially unlikely in em. |

5.4. From {> k} and {< k} loops to spatial mixing. We now wish to use Lemma 5.6 to deduce weak
spatial mixing amongst the set of boundary conditions ranging from 0 to some upper bound a,, (and in
the case where A is bounded away from zero, any arbitrary boundary conditions). The following lemma
boosts the probability of two configurations individually having k-loops to the joint probability of having a
common k-loop (a loop of sites whose height is k in both configurations).
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Lemma 5.9. Suppose \ € [)\((;k), )\gkfl)]. For any two boundary conditions ¢,¢" and any coupling of
© ~ pig A, and @' ~ pg A, the probability that (i, ") don’t have a common k-loop surrounding A oy,

is at most the sum of the marginal probabilities of not having a k-loop surrounding A _¢y,, plus e~ Bem/C

Proof. Let &, and &), be the events that there is a loop of height- sites surrounding A(1—c)m in ¢ and 74
respectively. Let Si be the event that there is a common k-loop in the annulus A(l_a)m\A(l_%)m. The
desired probability is at most

KA (Ek) + by A, (E1)) + P(Ek, &, SE) -

It suffices to bound the third probability. The event Sy implies the existence of a path P from 0;A(1_¢),
t0 0o (1_2¢)m such that for all x € P either x is interior to a contour inside the outermost k-loop of ¢,
or interior to a contour inside the outermost k-loop of ¢’. In particular, if we consider the collection of all
outermost contours inside the outermost k-loop of ¢, and color them RED and do the same for ¢’ and color
them BLUE, there must be a collection of RED and BLUE contours whose union is a connected subset P of
Aj, connecting J; A (1 ¢y, t0 OpA(1_2¢)m- Let M = em denote the total number of edges in P, there being
at most 4m3™ many choices for it, and another 3’ many choices of for choosing whether each edge in P
was colored RED, BLUE, or both. There must then be a subset of P, call it P which has at least M /2 many
edges, and all of whose edges were colored RED, or all of whose edges were colored BLUE. This gives us
the following bound:

P(&, E.,85) < 4m3*M  max 2M max to A (ks Ep) + oy A, (Epy Els)) -
( s Ske) M;m PAIPI=M 75c7>:\75\>M/2( 6,Am ( 79) @, (& P))

where we are using E, E;B to denote the event that the contours in P are all outermost contours interior to
Ly in @ or ¢’ respectively.

Fix M, a colored collection of contours P, a subset P forming mutually external contours, and w.l.0.g.
consider the first of the two probabilities on the right-hand side above. We can condition on the outermost
k-loop in f14 A, , call its interior Cy, this being measurable with respect to its exterior and inducing boundary
conditions k on its interior. The bound on the probability of Ep then becomes a standard consequence of
the rigidity at height & in C. Namely, by the Peierls map that deletes the contours making up P from the
renormalized contour collection for ¢(Cy, ), and using Proposition 4.8 to bound the weight change, uniformly
over Cj, we have

ke (Ep) < e~ (B=B)IP| < o—(B-5)M/2

Plugging this bound in to the earlier sum, together with its equivalent for ¢, implies P(&y, &, Sf) is at most
exp(—pPem/C) as claimed. [

Corollary 5.10. If A € D2 A V] and kv |60 < am < =2, as long as m = 2CoamB/d(N),

logm’

If \ > ¢ for some € > 0 fixed, then we can drop the upper bound on ||¢|«, at the expense of also assuming
m is at least some constant C'(e) > 0.

Proof. Consider ¢, ¢’ being drawn from the SOS measures with minimal and maximal boundary conditions
¢ = a,, and ¢’ = 0, and couple them using the grand monotone coupling. For each of ¢, ¢/, the individual
probability of not having a {< k} or {= k}-loop surrounding As,, 4 is bounded by e~ P#m/C per Lemma 5.6
(applicable to both since d(\) = d~(A) A d*())). Interior to the outermost such loop, the rigidity at height
k as argued in Lemma 4.12 implies that £, will in fact contain Ay, 3 in its interior, except with probability
e~Pm/C Applying Lemma 5.9, they will therefore have a common k-loop except with probability e—?7/¢
for some other C. Since we are using the grand monotone coupling, if ¢, ¢’ share a common k-loop, then
so do the coupled draws from /i, A, for all boundary conditions p : |p|c < @, as desired.
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When A > 0 independently of m, we use the grand coupling of all possible boundary conditions, noting
that if a constant boundary condition at ¢ is coupled to the one with boundary conditions at 0, then all
boundary conditions in between also share a k-loop. For those two, first use Lemma 5.8 to geta {< CA~?}-
height loop surrounding A, /5 uniformly over ¢, then apply the above reasoning interior to that. |

With the above, we are able to deduce the claimed spatial mixing bound on boxes.

Proof of Theorem 5.1. For any two boundary conditions ¢, ¢ having |¢|s Vv ||¢'||c < @y, inducing con-
figurations ¢, ¢/, we construct a coupling such that they agree on A,, /2 except with exponentially small
probability. First, expose (under an arbitrary coupling) from the outside in, their outermost common k-loop
surrounding A,;,  if it exists. By Corollary 5.10 together with Lemma 5.9, such a shared k-loop exists

except with probability e=#"/C. On the event of existence of such a shared k-loop, this being measurable
with respect to the randomness exterior to it, we can use the identity coupling of the two configurations on
their interior so that they agree with probability 1 on A,,, /5. |

Proof of Corollary 5.2. The proof is the same as the above proof of Theorem 5.1 except with the application
of Corollary 5.10 using its second part where we allow arbitrary, unbounded, boundary conditions. |

5.5. Spatial mixing in an annulus. We conclude the section by using the above to also show a type of
weak spatial mixing result in annuli, showing that if two boundary conditions differ on the inner boundary
of an annulus, they can be coupled with high probability in an annulus of half the thickness close to the outer
boundary. For ease of notation, let Ay, ,,, be the annulus Az \Ag,—p,.

Theorem 5.11. Suppose that % > m = 4CyBanm,/d(N), and logm < an < 2. Then for any pair of

logm*

boundary conditions ¢, ¢’ on 0;Ag,—m, having |P|wo, |9’ |0 < am, we have

100,6), Ao (P(Amm/2) € ) = 10,6, A (P (Ammy2) € vy < dim(e™Pm/C 4 e~ Pam/Cy

where (0, ¢) boundary conditions are 0 on 0,\,, and ¢ on 0; Ag,— .

Proof. Let ¢, ¢’ be independent draws from the two relevant distributions. We wish to show that with high
probability, there will be a common loop of height % sites in the annulus A, 3, /4\Am7m. If we expose
the innermost shared k-loop in the annulus, it being measurable with respect to its interior, we can use the
identity coupling exterior to the common k-loop to bound the total variation distance by the probability of
non-existence of such a common k-loop in Ay, 3,4\ A, m.-

The existence of such a common height-k loop will follow if around every vertex in Ay, _3,,/4, there is a
common k-loop in the ball B, ,,, /4 surrounding that vertex. For any v € 0; A, 3,4, consider the probability
of non-existence of a common k-loop in B, ,, /4 surrounding v.

First, expose the two configurations ¢ and ¢’ on the complement of B, ,, /4. Except with probability

e~Pam/C  the maximal height of the configurations revealed on 0o By im/a Will be 2a,. In order to see this,
observe that the configuration is stochastically below the one that has all its boundary conditions at height
am on the annulus at A = 0, for which the tail bound on the maximum height from Eq. (2.4) applies since
am = log m. Given those boundary conditions, we can apply Corollary 5.10 and Lemma 5.9 to deduce that
the two configurations will share a k-loop surrounding v in B, ,,,/4 except with probability e~ Bm/C A union
bound over the at most 4m vertices in 0A5_3,,,/4 concludes the proof. |

6. MIXING TIME UPPER BOUNDS

We now turn to the dynamical part of the paper, starting with the proofs of our mixing time upper bounds.
Our focus is on the mixing time of the Glauber dynamics on the n x n box A,,. In order to have a finite state
space, so that the mixing time is finite, we introduce a ceiling, and as is convention for such models, we will
take the ceiling height to also be n. The floor will always be fixed to 0, but the ceiling will be variable in
this section, and therefore it will be useful to use the notation Afl for the domain A,, with ceiling at height ¢.

The main content of this section is establishing the upper bound on the mixing time when d(\) is going
to zero with n. The proof goes in two stages:
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(1) Reducing the mixing time on A,, with ceiling n to the mixing time on A,, with logn ceiling.
(2) Reducing the mixing time on A,, with logn ceiling to the maximum of boxes of size ny and an
annulus of width ng, with arbitrary boundary conditions, and with ng = ©(d())).

Finally, we apply a standard bound on the mixing time on boxes/annuli with cut-width n¢, by an exponential
in ng (possibly times a log n factor). Together, these arguments take up Sections 6.2 to 6.4.

In Section 6.5, we justify the O(1) inverse gap bound when d is fixed independent of n; given the weak
spatial mixing with arbitrary boundary conditions for fixed A in Corollary 5.2 this is essentially reproducing
the argument of [12]. In Section 6.6, we explain the minor modifications needed for these upper bounds to
apply to the torus, instead of zero boundary conditions.

6.1. Mixing time preliminaries. Let us recall some basics from the study of mixing times for Markov
chains with finite state spaces; we refer the reader to [34] for more on the topic.

Consider a state space €2, with a transition kernel P(x,y) describing the rate at which a continuous-time
Markov chain jumps from x to y, reversible with respect to a stationary distribution u. Let (X;°);>¢ be the
corresponding Markov chain initialized from state x, and let L = (I — P) be its infinitesimal generator.

Let gap denote the gap in the spectrum of —L, i.e., the size of its smallest non-zero eigenvalue, and let
tymix be its mixing time, i.e.,

tmix () = inf{t > 0 : max |[P(X/° € ) — pfrv < &}.
onQ

By convention, tyix = twix(1/4). The e-mixing time satisfies a useful sub-multiplicativity property that
tvix (&) < tyix logs g The inverse of the spectral gap, sometimes called the relaxation time, is closely tied
to the mixing time. Namely,

(gap~! —1)log (i) < tuix(€) < gap!log (surlnin) . 6.1)

The SOS Glauber dynamics for an SOS distribution y of the form of Eq. (2.1) has transition kernel P (¢, )
which is non-zero only if o, ' differ at exactly one vertex, say v, where ¢, € {¢, — 1, ¥y, @y + 1} in which
case it is 1/|V/| times the conditional u-probability of ¢! given (¢!, )w-v, Or equivalently given (¢),)w~y-
This is easily checked to be reversible with respect to p.

The monotonicity of Lemma 2.1 implies monotonicity for the SOS Glauber dynamics, whereby if z¢ >
Yo, then X;° > X} for all ¢t > 0. In particular, there is a grand coupling of all the SOS dynamics chains
from all the possible initializations, such that with probability 1, X;* > X/° for all ¢ > 0 and all =y > yj.

6.2. Reducing the mixing time to logn ceiling. Let us introduce the notation
Tye = tMIX(Aﬁ,)

for the mixing time of SOS dynamics at parameters 3, A on A,, with floor at height 0, ceiling at height /,
and height 0 boundary conditions. Our reduction of the ceiling from n to log n uses the general censoring
inequality of [41]. A similar argument at A = 0 can be found in [9, Section 6.3]. The censoring inequality
says that if started from a maximal initial state in a monotone dynamics, the configuration, and its total-
variation distance is only increased if pre-specified updates are ignored at pre-specified times. While this
usually refers to ignoring updates at certain sites for the Glauber dynamics, we apply it to censor moves that
would take the SOS dynamics below or above certain heights, effectively imposing different floors/ceilings
on the Glauber dynamics. This application of censoring was also used in [9, Theorem 2.2].

Definition 6.1. A censoring scheme for an SOS Glauber dynamics chain X; prescribes a sequence of times
to < t1 < ..., subsets V; of A,,, and heights a; < b; such that between times [t;_1, ¢;], the only updates that
are permitted are those that move heights of vertices in V; and only if they move them between a; and b;.

We therefore have in our context that if X (resp. X7) is the SOS Glauber dynamics on A% initialized
from the maximal (resp., minimal) height of ¢ (resp., 0) everywhere, and Xf (resp., X?) is a censoring of it
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per Definition 6.1, then for all ¢t > 0,
Xf=x!  and X? < X?. (6.2)
Our goal in this subsection is to use censoring to show the following reduction.
Lemma 6.2. There is an absolute constant C such that for all B > [y, for any A = 0, we have
Tan < C’nTA%,gn .
Proof. For a general initial state o, use the shorthand X; to denote the Glauber dynamics chain X; ini-

tialized from x, and use X/* to denote the one initialized from the stationary distribution 1o A». Under the
grand coupling, by a union bound and monotonicity,

max [P(X{0 € ) — poag v < D) PXP(v) # X['(v) < )5 P(X['(v) # XP(v)). (6.3)
0 vEA, veEA,
Writing P(X7*(v) # XD (v)) = P(X!(v) — X?(v) = ) and us1ng Markov’s 1nequa11ty, and then Eq. (6.2),
To ~ .\ _ " n n 0
max [P €)= ol < DB 0] < NEEGE) R0 60

for any censoring scheme of the form of Definition 6.1. The censoring scheme we use is defined as follows.
Define a sequence of epochs, each of length At := €17 106» log 1 for a large absolute constant C1, via

to =0, and ti=t;_1+ At.
forl<i1< N :=

logn (note that ty < CnT 1ogn). Define corresponding floor and ceiling pairs

a; —n—flogn and bi = a; + logn.

Let X be Glauber dynamics initialized from all-n, with the following censoring:

e For each i, for times in [¢;_1, t;], updates are only allowed in A,, X [a;, b;].
Let X} be the Markov chain initialized from all-0, with the following censoring scheme:

e Forall ¢t > 0, updates are only allowed in A,, X [an,by] = A, % [0,logn].
By the definition of T = tuix (ATY) it suffices to show that at ¢ = ¢, each difference in expected values
on the right-hand side of Eq. (6.4) is within n™* of the stationary expected value i ar[¢,]. We start with
the minimal chain since that is easier; since all heights are bounded above by n, it suffices to show that
the TV-distance between P(X}(v) € -) and pio,an (o € -) are within n~°, and the bound on the difference
of expectations will follow. Towards that, notice that since X < logn everywhere, X} is exactly an
(uncensored) SOS Glauber dynamics on A8 initialized from all-0. As such, after time ¢ > At, by sub-
multiplicativity of TV-distance to equilibrium, we have that

IP(XP(v) € ) - Ho ptoen v < n=C.
At the same time, since the 19 s» -probability that {max, ¢, < logn} is 1 — n~% per Eq. (2.4), we get that
IP(XP(0) € ) = po.ag v < [P(XP(0) € ) = g prosnllry + 11 gtosn — poaz v < O(n7°%). (6.5

We now turn to controlling the chain X}*. We will show that for every i < N, the following event holds
with high probability.

i 1= ﬂ {X[(v) < biy1}-

veA,

If this event holds for all 7, then between times [t;, t;+1], the chain X[‘ is exactly an SOS chain with floor
a;+1 and ceiling b;41 (and boundary condition 0 which is equivalent to boundary condition a;,1 as noted

in Eq. (2.3)) run for a time At. Namely if Y7 is a standard Glauber dynamics with floor and boundary

d

condition a;, ceiling b;, initialized from )_(Z_ ,» then on the event E;_, we have Xg_ s = Y( ) for s < At.
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Note that each Ys(i) is a vertical translate of Glauber dynamics on A}fgn

thus has mixing time T’ 105 ». With this, we can write

with 0 boundary conditions, and

IP(XT" € ) — poapfry < Z P(Ei-1, Ef) + n’llnﬁnagfogn H]P’(YA(]tV) €| YO(N) =) — po,Anfrv . (6.6)

The total variation distance is bounded just like the bound for X?. For the probabilities in the sum, since
on F;_1, we have Xg_ Lt+s 4 YS(Z) for all s < At, it suffices to bound the probability (maximized over its
possible initializations) that YA(? has maximum height b; 1 = a; + % log n.

By definition of At and the sub-multiplicativity of TV-distance to stationarity, YA(? will be within distance
n~% of its equilibrium distribution, which we said is a vertical shift of a; above a sample from Ko plosn- A

sample from that stationary distribution, will have maximum height at most % log n except with probability
n~6 per Eq. (2.4). Together this implies an O(n~%) bound on the probability that Y4, will have maximum
height larger than b; 1, and thus on P(E;_1, EY). Plugging in to Eq. (6.6), using N = o(n), and combining
with Eq. (6.5) gives an n~° bound on E[ X} (v)] — E[X{, (v)] implying that Thn < ¢y by Eq. (6.4). H

6.3. Reducing the mixing time to domains of cut-width ng. Now that we have reduced the ceiling down
to log n, we wish to bound the mixing time on AK®™ with zero boundary conditions, by the mixing time on
smaller domains of side-length ng, the minimal scale at which spatial mixing kicks in (depending on d()\)).

Recall the definition of the annulus A, ,, = Ap\Ap_p,, and let Af;m denote the annulus A,, ,,, with
ceiling at height ¢. Let

TA{L,m = tMlx(Ag

n,m) )

i.e., the mixing time on AfL’m with 0 boundary conditions. We also need to consider mixing times over more
general boundary conditions, so we use a superscript ¢ to indicate a boundary condition different from 0.

Lemma 6.3. There exists a universal Cy such that for all n = m > max{Cyflogn/d()),lognloglogn},

T'y10n < Clogn - max{max T logn,maijlom}.
n ) A ¢ n,m

where the maxima are over boundary conditions having |¢|« < logn.
Proof. Similar to Eq. (6.3), under the grand coupling,
max P(X70 # X[') < ) P(X}""(v) # X{(v)),
o

veA,
where the maximal initialization is now identically log n since that is the ceiling height. We aim to localize
the dynamics by introducing Markov chains that only make updates in local neighborhoods around v. For
every v € Ay, let B, ,, be the ball of radius m around v, and let X, Og " and X} 0 , be the Glauber dynamics
chains that only make updates inside B, ,, (still with the same ﬂoors and celhngs) In particular, these will
be SOS chains on B, ,, with boundary conditions log n, and O respectively. For v € A, ,,,, use the annulus
A, om as its corresponding block, and (overloading notation slightly), let X, logn , X7, be the SOS Glauber
dynamics chains that only make updates inside A,, 2,,; these will be SOS chams on Angm with boundary
conditions that are 0 on the outer boundary, and log n or 0 respectively on the inner boundary.
Fix any v € A, and notice that by monotonicity, under the grand coupling,

POX; 5" (0) # X7(v) < POGE" (0) # X7y(v).

t,v

This latter probability is bounded by

IP(X, logn(v) €:)— MIOgn,BvHTv + HP(ng(U) €)= o8, v + |tog n,B, (¢ € *) — Ho,B, (¢ € v s
(6.7)
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where we used B, as a generic stand-in for the block of v, be it the ball B, ,, or the annulus A;, 2,,,. If

v € Ay_p, so that B, = B, ,,, as long as ¢ is at least C'y log n (for a large absolute constant C) times T/‘flogn

with boundary conditions ¢ = log n, the first of these is at most 19, and as long as it is at least Cy logn
times the mixing time on Tj\b with ¢ = 0 the second of these is at most n !, Similarly when v € Apm

logn
m

as long as t is at least C log n times 709 with ¢ = logn or with ¢ = 0.

At
Finally, the third term in Eq. (6.7) is governed by the spatial mixing estimates we established in the
previous section. Namely, if v € A,,_,, so that B, = B, ,, then by Theorem 5.1 with a,, = logn, it is
—Bm/C \which is at most n~19, for large 8. Similarly, if v € A, ,, so that B, = A, 2, then by
—10 a5 well.

at most e
Theorem 5.11 with the choices m = n and a,, = log n, this is at most n
Altogether, we get that so long as ¢ is at least C; times log n times max{max Tf

logn»
m

¢
maxeg TAi?,%r’f } for
some absolute constant C', we have for all v € A,,,

maxP(X;°8"(v) # X2(v)) < O(n™10),

vEA,

which when summed over v € A, yields the claimed bound on the mixing time. [ |

6.4. Concluding the upper bound. We are now in position to conclude the upper bounds on the inverse
spectral gap in Theorem 1.1 when A approaches a critical )\gk) and/or 0.

Proof of Item 2 of Theorem 1.1: upper bound. By Lemma 6.2 and Lemma 6.3, with
m = max{Cpflogn/d(\),lognloglogn},

(which is less than n as required so long as d(\) > %

for some absolute constant C', the bound

as assumed in Item 2 of Theorem 1.1) we obtain

)- (6.8)

Trr < Cnlogn - (m(;ix Tf;ggn v m(;ix Tj\)ﬁ)gﬁ#
The following is an upper bound on the mixing times on the right-hand side of the above that are exponential
in mlog n, and essentially conclude the proof.

Lemma 6.4. There is an absolute constant C, such that for all 8 > 0, all A = 0,

max T;@ < UPmiA and max Ti@ < nefBmirA
Pillplost Fm ¢:lpleo<t From

Lemma 6.4 is a by-now standard estimate using the canonical path method ([34, Corollary 13.21]) to
bound the mixing time by the cut-width of the underlying graph, a technique first developed in [28] and
applied in the context of the Ising model [37]. We could not find a statement at the requisite level of
generality for the SOS dynamics with general field, floors, and ceilings, (without a field, a similar bound is
in [9, Proposition 2.3]) so we have included a proof for completeness in Appendix C. Plugging the bounds
of Lemma 6.4 into Eq. (6.8),

1
Tan < exp <Cg(log n)? max {m, log log n}) ,
and the analogous bound on the inverse spectral gap per Eq. (6.1). Notice that if we simply assume A > 0,
by Lemma 6.2 and Lemma 6.4, we also always have an upper bound of exp(Cgnlogn). |

Remark 6.5. The upper bound of Lemma 6.4 can be improved to a bound of e“#™ (without the dependence
on { in the exponent when A is kept away from zero, say A > ¢ uniformly, since the cost to force a set of
sites to all take value 1 is only exponential in the number of sites: see the argument in [12, Theorem 4.1].
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6.5. Sharp upper bounds using strong spatial mixing. When d(\) is fixed positive, independent of n, the
above reasoning gives an upper bound of exp(no(l)). In this section, we give a better upper bound using the
exponential-rate spatial mixing properties of the model, using strong spatial mixing which controls decay of
correlations in the presence of nearby boundary conditions.

Proof of Item 1 of Theorem 1.1. Let us first define the notion of strong spatial mixing we will use.

Definition 6.6. The SOS model has SSM with constant C' above scale ng if for all n > ng, for all y € 0A,,,
and any subset A < A,

sy (A(4) €) — i, (4(4) €

It is a classical result of [40] that weak spatial mixing implies strong spatial mixing (above a certain
scale) for finite-range 2D spin systems with finite state space per spin. As noted in [12, Section 2.1], in our
context with infinitely-many possible heights available to each site, the strong spatial mixing still follows
from weak spatial mixing so long as A > 0 uniformly in n. This is because as long as ny > [8/A], there is
a constant probability that a ng x ng box entirely takes height 1, say, uniformly over its boundary conditions
([12, Eq. (2.1)]), whence the rest of the boosting of weak spatial mixing to strong spatial mixing can be
carried out, resulting in the following consequence of Corollary 5.2.

Lemma 6.7. For every € > 0, there exists a Cy(g, 3) > 0 such that for all \ having d(\) > ¢, the SOS
model has SSM with constant Cy above scale Cy.

To go from Lemma 6.7 to an O(1) inverse spectral gap is quite standard. We sketch the steps below with
relevant references to demonstrate that so long as A > 0 uniformly in n, there is no issue with this step: we
refer to [12, Section 2.2] for further details. Let Lo = C1Cjy where Cj is given by Lemma 6.7 and C] is a
constant depending on Cj to be chosen.

(1) Cover the box by overlapping £*° balls (called blocks) of side-length Ly;

(2) The corresponding block dynamics that assigns blocks independent Poisson clocks and performs a
heat-bath update on a block when its clock rings is contractive as long as Ly is sufficiently large as
a function of Cj (this follows from path coupling with the Hamming distance, and the amenability
of Z?); in particular, the block dynamics has an O(1) inverse spectral gap [12, Eq. (2.3)];

(3) When A > 0, each individual block has an O(1) inverse spectral gap (though blowing up as A | 0),
since its base side-lengths are Ly = O(1): see [ 12, Proposition 2.2].

The O(1) inverse spectral gap for the SOS Glauber dynamics follows from these by the classical block
dynamics bound on the inverse spectral gap [38, Proposition 3.4]. |

Remark 6.8. The dependence of ng for which Definition 6.6 holds depends exponentially on the m at
which the weak spatial mixing Theorem 5.1 kicks in, so using the above approach when the weak spatial
mixing only holds above a diverging scale, e.g., above 1/d(\), would give very sub-optimal mixing time
upper bounds, namely double exponential in 1/d(\), rather than simply exponential in 1/d(\).

6.6. The case of the torus. We describe the modifications to get the upper bounds for the torus.

Proof of Item 2 of Theorem 1.3: upper bound. In the bounds of Section 6.2, the key role played by the
boundary conditions was in enabling the a priori bound ensuring that the maximum height of the interface
at equilibrium is at most % log n except with probability n =5, say. Such a bound evidently does not hold at
A = 0 as there will be no force keeping the interface pinned close to height 0, but as long as we assume
A = n~ 1o gay, the following lemma replaces that estimate.

Lemma 6.9. Suppose \ > egﬁlTog". For B > pg, the SOS model on ALE™ yith periodic boundary condi-
tions, which we denote using the shorthand ¢ = p, has

unAl?gn(m?x Oy = %log n) <n°.
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Proof. Fix a vertex v, the transitivity of the torus implying we can simply fix the origin vertex o, and consider
4, plogn (o = % logn). Due to the ceiling at height log n, we have [4,, plogn is stochastically dominated by

Hyog 1 AIOE ™ i.e, with maximal boundary conditions, so it suffices to bound Fiog m AloE™ (¢o = 5 logn).
(k—1)

Let k£ be the k for which \ € [)\gk), Ae ] and using monotonicity, lower A down to Ij,1, whence

d(\) = 6461%. Moreover, by Eq. (3.18) and the fact that A < @ we know k£ + 1 to be at most

(C/B)logn. By Corollary 5.10 with a,, = logn (applicable since d(\) > —z=—), there will be a height

etblogn
k loop surrounding A, except with probability e™". Interior to that height k-loop, the rigidity results at
height £ from Eq. (4.13) imply that the probability that oy exceeds k + r is at most e~ 4B=C)r_Thus, for 3
large, for every vertex v in the torus,
, plosn (9o = logn) <n”7,
whence a union bound over the n? many such vertices implies the bound on their maximum. |

With this upper bound in hand, the remainder of the proof of Eq. (6.6) goes through unchanged when
d(A) = Cﬁl%. The second reduction of Lemma 6.3 works as stated on the torus, though it makes more
sense in the torus to only use blocks of the form B, = B, ,,, (¢*°-balls of radius m about each vertex v since
the graph is vertex transitive and our use of the annulus was to deal with behavior near the boundary). On
the other hand, when d(\) < cﬁl%, the reduction of Lemma 6.2 together with the canonical paths bound
of Lemma 6.4 gives an upper bound of exp(C'n logn) on the torus. [

Proof of Item 1 of Theorem 1.3. Regarding the O(1) inverse gap estimates when d(\) > ¢ uniformly in
n, the proof sketched in Section 6.5 is easily checked to go through without any modifications. |

7. MIXING TIME LOWER BOUNDS

Our aim in this section is to establish the complimentary lower bounds on the mixing times on A]' with
zero and periodic boundary conditions. Our lower bounds are based on bofttlenecks in the state space. Let
us recall the basic Cheeger inequality lower bound for Markov chains. The Cheeger constant of a Markov
chain with state space €2 and stationary distribution p is

o, = glcl?z m , where Q(A,A°) = U;qu(w) w;qc P(w,w'). (7.1)

Cheeger’s inequality then states that the inverse spectral gap has
1
gap ' > ;.. (7.2)

One can easily see that Q(A, A°) < u(0A) where 0A indicates all configurations in A having posi-
tive transition rates to A¢. It therefore suffices to construct a set A having small conditional probability
w(0A)/u(A) = u(0A | A) to lower bound the inverse spectral gap.

7.1. Height-zero boundary conditions. We show a bottleneck between configurations that are predomi-
nantly at height £ — 1 vs. predominantly at height k, when ) is close to Agkil), but in [)\gk) ) Agkil)]. This
forms a bottleneck because any contour collection whose diameter is too small (depending on d* (\)) would

prefer to remain at height k& — 1 than rise up to k, even if the equilibrium measure prefers height k.

Proof of Item 2 of Theorem 1.1: lower bound. For a configuration ¢, let V> < A,, denote its collection
of all {> k} sites. Let

A, = {all connected components of V-, have size at most r} .

Letting o = (0, 0) denote the origin, our choice of bottleneck set will be

A=A, for rzmin{%,gd%()\)}.
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We firstly claim that for an absolute constant Cj, as long as n = CySk/d*(N),
po,an(A) = 1/2. (7.3)

Indeed, using Lemma 5.6, we get a loop of height-k sites surrounding A,, , say, except with probability

e~P/C and by definition such a loop must have size at least 2 > r.

In order for a configuration to belong to 0 A, there must be a site v € A, such that if its height is changed
the configuration leaves A; this requires that v be adjacent to some connected component of V-, having size
at least r/2. In particular,

0A UAmAﬁ/Qm,

where A /2.0 is the event that there is a connected component of Vs, of size at least /2 incident to v. By a
union bound and Eq. (7.3),

d, < 2n? max fio,An (A7, [ A) -

On the event A, there must be a loop (possibly using boundary sites which all have height 0) of height-
{< k — 1} sites interior to B,, the /*° ball of radius r about v in A,, (otherwise there would be a {> k} path
from v to 0, B, \0,A,,, which would necessarily have length at least r, violating A). Exposing the outermost
such loop, calling its strict interior Cx,_1 < B,, this bounds the desired probability by

2 (A, | A) < A | A).
Hog(Arjzy [ A) < max,  max  pgc (Arjo | 4)

The events A, A, ; ,, are both decreasing on this state space, and so by the FKG inequality, the probability
in question is at most pig.c, , (AS /2 ,) (without the conditioning on A). By monotonicity, this probability is
maximized by the maximal boundary conditions ¢ which would be k& — 1, so we get

d, < 2n°max max _ A€ .
* < ax  max k10, (Ay2,)

We control this last probability via a Peierls map. The event A¢ 2, requires there to be an outermost

contour of diameter at least /2 (but at most 2r since Cy_1 < B,) confining v in its interior. Considering
the renormalized contour representation and performing the Peierls operation that deletes the outermost
contour -y, confining v in its interior, the weight change under application of this map is W}" , (+,) which

by Corollary 4.9 is at most e~(#=9)1| because diam(v,) < 2r < 1/(4d*(\)), which in turn is at most

(ff — ,f:r_l)_l per Corollary 4.7. Summing over the possible choices of ¢, we arrive at
®, < 2n? 2 4le=(B=0) < 2= (B=C)r
{=r
This then implies the claimed bound on the inverse gap per Eq. (7.2). |

7.2. The case of the torus. We describe how to get the analogous lower bound on the torus.

Proof of Item 2 of Theorem 1.3: lower bound. Let k be such that d()) is attained by )\((;k_l), whether by

d(A) = d*(A), in which case \ = A= d(\), orif d(A) = d~(A) in which case \ = AL d(A).
Consider the following two events:

A, = {all connected components of V>, have size at most 7} ,

A! = {all connected components of V<1 have size at most 7'} .

Similar to the proof with zero boundary conditions, fix r = min{§g, ﬁ} Notice that A, and A are

disjoint events because on A, the boundary in Ag, of the {> k} components intersecting d; A2, say, forms
a {< k — 1} path of diameter at least r. As such, for every )\, one of these two events must have probability
less than 1/2. Thus, the bound of Eq. (7.3) is ensured by the choice of A = A, vs. A.
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From that point on, the argument is essentially identical to the argument in the previous subsection if
A = A, with the balls B, now all being identical translates of one another. We had used that diam(~,) <
2r < 1/(4d())) in order to reason that W™, (y,) had an exponentially small weight. This holds still if

d(A) = d*(\), while if d(\) = d~ () then \ € [A&’H), /\ﬁ’“)] whence the bound on the diameter isn’t even
needed for the exponentially small weight per Proposition 4.8. The reasoning if A = A/ is symmetrical. W

APPENDIX A. MONOTONICITY WITH GENERIC FIELDS AND FLOORS/CEILINGS

Recall the general form of the SOS measure with arbitrary floors a = (ay), and ceilings b = (by)y,
boundary conditions ¢, and external field A from Eq. (2.1).

Proof of Lemma 2.1. It in fact suffices to check this for V' being a single vertex, say the origin, because
given that, one can run a column Glauber dynamics (fully resampling the height at a vertex), whose t — o0
limit serves as the coupling attaining the stochastic domination expressed above. At a single vertex, we
check the stochastic domination between the two distributions. The distribution can be expressed as

plyp) = e_A%( H 6_6‘¢v_¢w|)1¢v>av 1,,<b,

w~v

and p'(¢) is defined analagously with the primed parameters. The ratio p’()/p(¢) can be broken up into
the individual ratios in the above product. We claim that each of these are individually increasing in ¢,,.
Since the product of increasing functions will also be increasing, that gives us that the ratio of the mass
functions is increasing, from which the stochastic domination follows.

The ratio e~ (¥ ~N#v s increasing in ¢, because ' — A < 0. The ratios of the indicator functions are
clearly increasing in ¢, since

1901)20/‘, _ O QO’U € [aw CL;]
1 oy € [ay, )

) and )

1<p1,<b@ _ {1 Oy € (—OO,bU]

1()01)201'(} 1(Pv<b’v Q0 ('IOU € [b'l” bé})

(both measures are supported on [a,, b] ] so we don’t care about the cases where it is 0 divided by 0). Finally,

oy —d! Pw — Py Vv < Pu
A P , ,
gy = T — e | (00— 00) = (B — ) 60 (G0 0l)
Py — Puw v = Pl
The middle term can be re-expressed as 2(y, — %(Qﬁw + ¢,)). It is easy to see with this writing that for
0y € (Puw, ¢l,), this is in absolute value less than ¢!, — ¢,,, so it is also increasing in ¢,,. u

APPENDIX B. EXPONENTIAL TAILS ON NON-ELEMENTARY RENORMALIZED WEIGHTS

In this section we follow the strategy of [15] adapted to contours to provide the proof of Lemma 4.1.

B.1. Clusters of non-elementary contours. We begin by canonically splitting any contour collection in
%, n,v up into clusters of contours +y that are non-elementary at h(y), and in between regions where the
contributions are given by corresponding renormalized elementary partition functions. This follows the
exposition leading up to Proposition 2.6 in [11] (also [15, Eq. (2.33)]).

Definition B.1. [Cluster of non-elementary contours] A set of contours C is called a non-elementary cluster
if one contour in C nests all the others, along each nesting path (y; < 2 < ...) only the heights exterior to
the outermost contour and interior to the innermost contour are h, and every v € C is h(~y)-non-elementary.

Any collection of contours (7;) each of which are h(~;)-non-elementary can be uniquely decomposed
into a set of clusters of non-elementary contours.
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In words, given a set of -y each of which is h(y)-non-elementary, a cluster of non-elementary contours is
an excursion away from height h. For a cluster of non-elementary contours C, and each y € C, let

Ann(v:C) = Int(y)\  |J  Int(¥),

veCy'<y

if 3y € C : v/ < =, and let Ann(v;C) = & otherwise. We can then define
Ann(C) = UAnn(’y;C
v

Definition B.2. If C is a cluster of non-elementary contours, its h-renormalized weight is given by

Win(C) = e B 2nec H'YEC 5(7) h(7y),Ann(;C) (B.1)
Zm. el ’
h,Ann(C)
where we recall S(y) = + if 7 is an up contour and S(v) = — if y is a down contour.

Remark B.3. Notice that on the numerator of Eq. (B.1), it does not matter that we are writing Z el rather
than Z™® for the not-necessarily simply connected domain Ann(+;C) since all its holes are necessarily
h(+)-non elementary and therefore cannot be confined by h()-elementary contours.

The following shows that these renormalized weights together with the renormalized weights of the ele-
mentary contours give a different way of writing the renormalized partition function (c.f., Lemma 3.2). Let
©n,h,v be the set of all admissible collections of clusters of h-non-elementary contours. When we write the
pair (C,I') € (€,nv, 9, ¢!}, we further impose that in each C, the contours of I are compatible with the
outermost and innermost contours of C (i.e., the boundary of Ann(C)).

Lemma B.4. For every simply-connected V, every h, and every boundary signing n,

Z:]r: v efAh|V| Z H };n (C) H Wwm

(C,F)E(%ﬂn h, V7 ., h )CEC fyeF

Proof. We can express the full SOS partition function as

[
Zynv = Y, ZiEkoy ] ] e P Zec 1128010 Am00)
CECK,7 h,V CeC veC
_ Zrn.el wmc Zrn.el
= > h,Ext(C) [Twire) hoAnn(C) -
Cefn’h,v CeC
Expanding out each Z™¢ term per Eq. (3.2) yields the claim. |

Using our understanding of the elementary partition functions in the windows I, from Eq. (3.18), we get
the following upper bound on the renormalized weights of clusters of non-elementary contours.

Lemma B.5. If )\ € I}, for every cluster C of non-elementary contours,
W) < exp (= (8-1) 3 o] = 3 e 1A+ Ann(: )] )
~yeC ~yeC
Proof. Notice first that
I |
Il;n:nn(c Hzgns) h,Ann(v;C) -
~yeC

since the latter is only more restrictive in terms of which contours are permitted in Ann(C). Therefore,

Zm. el

m h(7v),Ann(~;C
Wi(C) < e B 2nec D H Zrz)el (%0) .
ye€ T S(7),h,Ann(v;C)
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Using Lemma 3.12 and the lower bounds on the elementary free energies from Lemma 3.13 when A\ € I},
on each of the terms in the product, we conclude (noting that 3. ¢ [deAnn(v;C)| < 23 ¢ [7])- [ |

B.2. Weights of non-elementary contours. For a cluster of non-elementary contours C, let v°!* be its
outermost contour (there being only one by the definition of such clusters). We begin with the following
bound on the total contribution from all clusters of non-elementary contours nesting a point z € V, and
having [y°"t| > r.

Lemma B.6. If \ € I}, then for every r,
> WINC) < exp(—(8 - 4)r).

C:x€lnt(y°Ut)
[yt |=r

Proof. We follow the general approach of [15, Lemmas 2.13-2.14] to perform the sum by associating to
each cluster of non-elementary contours a corresponding tree-like object. We associate to C a witness as
follows:

e Take the set of (dual) edges associated to the collection of contours rooted at their respective heights,
and color all such edges RED.

e For each contour v, and each contour ' nested in +y, add a straight line in the e direction of BLUE
faces at h(y) connecting -y to 7. Then for each +/ nested in v, erase all BLUE faces in their interiors,
and continue the procedure for those ~y'.

This gives a treelike structure on contours, where a contour - is the parent of +/ if they are connected by
BLUE faces, and either v nests 7’ or «y is closer (in this ordering) to their common nesting contour. For each
7, let Fp(7y) be the set of BLUE faces between -y and its children (these being distinct). We can upper bound
the renormalized weight W;"(C) associated to such a C by the following:

Wi'(C) < He_(ﬂ_l)"Y\—\FB(7)\3—4ﬁ(hAh(~,))_3[3 ‘
v

In order to see this, recall Lemma B.5 and notice that for each ~y that is not a leaf in the tree construction,
either the BLUE faces constituting Fiz(+y) are part of Ann(+y; C), or they are part of Ann(v’; C) where 7/ is the
innermost nesting contour of ~y. that is to say that they are either at height A(~y) or at height max{0, h(y)£1}.

At the same time, any child of v must be either h(~y)-non elementary or h(+’)-non-elementary where -’
is innermost nesting contour. so in particular, it must have size at least Lg := 37 max{Lh(y*)}

We now perform the count one generation of the tree corresponding to C, by enumerating over v°!* of
size at least r, then for each point along ~°"t, deciding whether to start a blue path or not, enumerating over
the length of the blue path &, then picking up a weight corresponding to all the possible choices of subtree to
place there. Assuming (inductively) that the total weight of all subtrees whose outermost contour has length
at least Lo has a bound of exp(—(8 — 4)Lg), we get

0
S WRE) < Y e BN (1 4 e (Bl YT ke OO
C:zelnt(y°1r) t=r k=1
[yt |=r

The series in k sums up to at most eABR(**) 36 5o this is at most
Z ei(ﬁig)g exp (667(574)63[3 max{l,h(wom)}64/8h(,yout)+3/3) .
0=r

For (3 large, the second exponential is easily seen to be at most exp(e¢), whence the sum is easily seen to
be at most exp(—(/5 — 4)r) as claimed. [
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Proof of Lemma 4.1. If v is elementary, the bound follows from Theorem 3.6. Suppose now that v is an
up non-elementary contour. Then,

m _ Z ,h+1,Int
Wh (’Y) =e ’8‘7‘;7(7) = M+,h,|nt('y)( ﬂ {90(1.) = h+ 1}> :
n,hsInt(v) z€0;Int(y)

In order for ¢, > h + 1 for all x € 0;Int(~y), then there must be a positive contour 4’ in I'(¢p) that lines up
exactly with ; If ~v is not h-elementary, then by Lemma B.4, this probability is bounded by the Peierls map
that deletes its entire cluster C (whose weight is W}"(C)), whence Lemma B.6 performs the summation over
the choice of the cluster and concludes the proof. The case where ~ is a down non-elementary contour is
analogous. |

APPENDIX C. CANONICAL PATHS BOUNDS FOR SOS MODELS

We show that the inverse gap on domains of cut-width m and ceiling ¢ is at most exponential in m/.

Proof of Lemma 6.4. Recall (e.g., [34, Corollary 13.21]) that for a reversible Markov chain with a finite
state space €2, transition matrix P, and stationary distribution p, its spectral gap is lower bounded by the
congestion

1
min max _ w)p(2) |V, 2| 5 (C.1
I'=(Vab)a,beq T,YEQP(z,y)>0 u(x)P(g:, y) " ZZ(.Z‘%E'YM ] M( )M( )h’ |

where each 7, is a sequence of positive rate transitions starting at a and ending at b. We first do the argument
for A,,, then describe what changes for the annulus A,, ,,.

Enumerate the vertices of A,, in lexicographic order, denoted vy, vs, .... For two configurations a, b, the
path v, is described by the updates where each of these vertices is sequentially processed, and by processed
we mean that if a, # b,, then there is a minimal sequence of transitions to take a, to b,. Evidently,
|Vab| < m2¢forall a, b. Further, for fixed (z, ), there is an injection between pairs of configurations (w, 2)
such that (x,y) € 7y, and 2, defined as follows. If (z,y) entails a transition at site v;, let w agree with w
on (v;);>; and let w agree with z on (v;);<;; finally let it take the value of  on v;. Similarly, let Z agree
with z on (vj);~;, agree with w on (v;);<;, and take the value of y at v;. Given ¢, we can evidently recover
(w, z) from (w, Z). Moreover, the configuration x is exactly w, so given z and ¢ which we can read off from
(x,y), this gives an injection from (w, z) : (x,y) € Y- to Z, and the congestion can be rewritten as

m>{ pu(w)p(z) )
P(z,y) & p(@)p(z)"

For any valid transition, P(z,y) is clearly lower bounded by e~*5~*. In the ratio of weights between
w, z and w, Z the external field quantities cancel out exactly, as do all gradients except those along the cut
between (v;);j<; and (v;);>;. In the lexicographic ordering on A,,, this cut is at most m for every i, so the
largest that ratio can be is ¢”™. The sum over Z then gives a 1 since  is a probability measure, altogether
yielding the desired.

We can absorb the m? and ¢, and the polynomial in m?¢ factor that comes from translating spectral gap
into mixing time, by adjusting the constant in the exponent, getting the desired.

In order to get the claimed bound for the annulus, follow the same reasoning, but instead of using the
lexicographic ordering, we use one that attains a cut-width of at most 2m. This ordering will be by starting
from the m x m block in one corner, performing the lexicographic order there, then processing around the
annulus one row/column (whichever is thinner, depending on the orientation) one at a time. The extra factor
of n in the bound here comes from the translation of spectral gap to mixing time. |
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