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Motivation

B Extension of online learning to vectorial payoffs.
B Extension of zero-sum games theory to vectorial payoffs.

B Repeated games.
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von Neumann’'s Theorem

(von Neumann, 1928)
B Theorem (von Neumann’'s minimax theorem): for any two-

player zero-sum game with finite action sets,

max min E [u(a1,a3)]= min max E |u(ai,a9)].
peEA1(A1) geA1(Ao) g;:g qeA1(A2) peA1( A1) g;:g

® single strategy good against any strategy by other player.
e order of play does not matter.

e mixed Nash equilibria, same payoff (value of the game).
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Sion’s Minimax Theorem

(Sion, 1958)
B Theorem (simplified version): let X and Y be convex and

compact setsand f: X x Y — R a function that is convex
with respect to its first argument and concave with respect
to its second argument. Then,

inf sup f(z,y) = sup inf f(z,y).
xeX yelé yey rxeX
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Biaffine functions

B Definition: letX c R"and Y C R™be convex and compact
sets, then biaffineis u: X x Y — R is biaffine if

ulax + (1 — a)x',y) = au(x,y) + (1 — a)u(x’,y)
u(x,ay + (1 —a)y’) = au(x,y) + (1 — a)u(x,y’)

o forallael0,1],x,x' € X,y,y' €Y.
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Equivalent Statement

B Equivalent formulation of Sion’'s theorem for biaffine
function: forall ce R,

Vy € Ydx € X: u(x,y) € [c,+0) = Ix e XVy € Y: u(x,y) € [¢c, +00);

or minmaxu(X,y)>c¢ = maxminu(x,y) > c.
yeY zeX xeX yeYy
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Vectorial Payoffs

B Vector valued games: biaffine functionu: X x Y — R%.

B Question: can the result be extended? Given convex set S,

VyeY,Ix e X: u(x,y) € S = Ix e X,Vy € Y: u(x,y) € S.

B Counter-example:
X=Y=[01,uxy) = (z,y),5 ={(2,2): z € [0,1]}.
o clearly,Vy € Y, 3x = y,u(x,y) € S.
* but Ax e X,Vy € Y: u(x,y) € S.
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Approachability

(Blackwell, 1956)
B Assumptions:X ¢ R"andY C R™convex and compact sets,

biaffine vectorial payoff u: X x Y — R S c R* 3 closed
convex set.

B Definition: Sis approachable if there exists an algorithm A
such that for any sequence y1,...,yr € 4and z1,..., 27 € X
with x; = A(y1, ..., Ye—1),

T
, 1
Pim d (? ; u(Tt, Yt), S) = 0.

e foranyzcR? d(zS) = 122 |2 — s]|2-

®* repeated game, adaptive player strategy.
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Blackwell's Theorem

B Theorem: letS C R be a closed convex set with S C B(0, R).
Assume that:Vy € Y,dx € X : u(zx,y) € S. Then, S'is
approachable and there exists A such that

d(% Zf:l u(ajtvyt% S) < \2/_}%

®m Proof:let H = {z ¢ R*: w- 2z > ¢} be a halfspace that
contains S. By assumption: mglg max w - u(z,y) > c. By Sion’s
theorem, this implies: ’

max minw - u(x,y) > c.
x€X yeY

* thus,
dz* e X: Vy € Y,u(z,y) € H.
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Proof

® Choice of H: H, = {z e R?: [z — mg(@)] - [rs (@) — @y > o},
— 1 t . *
wherew; = = > ., u(w¢,y:). Define x;11 to be =™ for H,.

. — t — 1
® SINCe ugs1 = 1 Ut + H—1U($t+1,yt+1),

d(ﬂt-l-lv 8)2
< d(Tps1, ms(Ur))

= [[Tst1 — ms (T3

_ 2
tfm—rs (@) [w(@iq1, Y1) — ms(Te)]

t+1 F 1 , U(Te41, Yer1)
Y 4
_ td(m, 5)° N |u(@s1, yer1) — ms (@) B '/
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Proof

B This gives:
(t+ 1)2d(Ws1, S)* < 2d(W, S) + Ju(wrs1, yer1) — ws ()|
e assuming that||u(zi+1,y:11)]| < R, this implies
(t + 1)2d(Tyy1,5)? < t2d(uy, S)* + 4R?;
e Thus, T?d(ur,S)* < 4TR*and

d(ﬂTa S) <

315
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External Regret

B K actions, X = Ak, losses bounded by one.

B Regret per round of algorithm A:

Reg, (A -
gT( ) — max lZ[pt by —ft(aﬂ'

ac[K] T =1

B Vectorial payoff:
u(ptagt) — [

®m Approachable set: S = [—1,0]¥.

pe-le—Li(a1) ]

Pt ly—Ly (GK)

® Assumption holds: for any /¢ € [0, 1]
u(pe, b) € S for py = e, with k € argmin £(ay).

ke[K]
®m Regret bound: O /%) (suboptimal).
T
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Approachability Using OCO

(Abernethy et al., 2011; Dann et al., 2023)
B Fenchel duality:

d(x,S) = min ||z — s||2

s€S
= min ||x — s||2 + Is(s) (def. of Ig)
seRA
= max —{Ig,(01)(0) + 0 -2} —sup{—6 - s} (Fenchel duality theorem)
OcR4 ’ s€S
_ 0. x— 0. def. of I
TR A e oo
= max {H-x—supﬁ-s}.
9682(071) sesS
N———
I5(0)
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OCO-Based Algorithm

OCO2APP(A,S)
1 6, < Ranpom(B(0,1))
2 fort+ 1toT do

3 pt < p € Ax:Vy €Y,0;-u(p,y) < maxgeg 0i-s > exists by sep. assumption
4 y: < RECEIVE(Y)

5 fr < 0 — maxscs0-s—0-u(ps,ye)

6 Or+1 + A(f1,01)

B Guarantee:
d(ur,S) = max <9'ET—max9-s}

0€B25(0,1) L seS
1 & 1
_ _ - 0) S = — ‘ — 6
(0T 2 >} %g;z%,l){T 21 >}

Regp(A) 1 th(et) < RegT('A).




£ -Approachability
(e.g., Dann et al., 2023)
B Assumptions:X ¢ R"andY C R™convex and compact sets,

biaffine vectorial payoff u: X x Y — R S c R* 3 closed
convex set.

B Definition: Sis 7 _-approachable if there exists an algorithm A
such that for any sequence y1,...,yr € 4and z1,..., 27 € X
with x; = A(y1, ..., ¥:-1),

T
, 1
tlg—noo doo (f ;u(xta yt)a S) = 0.

o foranyzeR? d(z,9) = Helg 7= 8lloo. ®

®* repeated game, adaptive player strategy.
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£ -Approachability Using OCO

(Abernethy et al., 2011; Dann et al., 2023)
B Fenchel duality:

doo(x,S) = min ||z — 5||so

s€S
= min || — $||co + I5($) (def. of Ig)
sERd
= —{1 0)+0- -x;— —0 -
max —{Ig, (0,1)(0) +0 - 7} sup{—0 5}
(Fenchel duality theorem)
= —0 -z — —0 - def. of I
R A e oo
= max {H-x—supé’-s}.
0681(071) seS

Mohri@ page 16



£ .-OCO-Based Algorithm

OCO2APP(A,S)

1 6, < Ranpom(B(0,1))

2 fort<1toT do

3 pt < p € Ax:Vy €Y,0;-u(p,y) < maxgeg 0i-s > exists by sep. assumption
y: < RECEIVE(Y)

ft < 0 — maxses0-s — 0 - ulpt, yt)
et—l—l < ‘A(ffa 95)

4
5
6

B Guarantee:
d(ur,S) = max {H-ET—maXH-S}

6€B1(0,1) s€S




External Regret

B K actions, X = Ak, losses bounded by one.

B Vectorial payoff and regret per round of algorithm A:

pe-Le—Li(ar) R
u(pt, br) = Lt.gt_:gt(aK)] | egZT“(A) - z:: Pt, Yt) .
®m Approachable set: S = [—1,0]*
B Choice of pt: pr = 0: € Ax.
m Loss function: f;(0) = —0 - u(ps, £;) = —0 - u(6s, £;).
B Algorithm A: use EG algorithm.
®m Regret bound:2/T log K.
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