23.3.208| Recall that Pr[NAE accepts £1= &~ 2 E;.(—}-)ls' fisy € T Fuah),

Where WL (f) '-BE_'. Gy - S dblunc accepts wp.21-€ then Wil 21-2¢g,
1o

We know thet (£ W) =1 then s dickator or antidictater (from hemewors)

Let's sex omother proof : £= G Xqgy * ..r Q, "x.h}
2 2 % A\,
’['X-q : fl = £ - (a\x-g.“* —t Q"x\"l) "(;Qqut) x¢, i %Q’.ﬁjx(;‘j) !
This implies that Viy. Q;o5=0  hence at most one a; s nomero, @

(02) | Thm[FkN}: I £:400)" > §1,} has TS < e , then £ is O(e)-close

s>t

to o A-juntm;,
Remark: NRE test (s a test for “dictotsr or antidictator” Tt alse imrh’e.s on
"approximate Armauithaecres: the only election fundtion haviag 1-¢ prte. of

reasonalle oOwutoomes agre those closeto (anth) dictaters,
-

PFDO'F'- First we rotice ‘That '-'&"'.S we Can GSsume Lok 4?(¢):0 2 C)'ﬁaerwiu_‘ we Caun

ney o4l
defne gifo)) -5411) by 3(%.’:&5'): ‘;‘*91) ;”0 . This trencfrmotidn sewnds
=f o =]

X for s e(n) of oddsize to itself and sends Xg of even Sie to X sotne.

In particular a(c\;)co and 86[5)1 < €. Mocesver, i€ 9's close to  1-junte

\si>)

thewn so is £ . So from now on ,assume thaet £ s balonced 1“-2-\5‘(49)“0.
Werite £A+ln with 9= _g;,?-[’\i])x“} and L\:l‘Z‘:hF(s)xs e 1 7 o0

AoF? = phi 2 0h arld: =2 E e (AERY

L €o,
Siace E( ] <€, R[Iheol 2 10§8) € 0.01 (Markey), Hence, Pr[Ihea:(2fn ‘H“)\"z'@ i

e

Moreoer, 8= (EFED) X + 2 EF@-FUGN 2

= [T

L = I

(1—2,1] 9
Thevefoce | Pr[loi,m])-iw?] € 0.0l , of eguivalewtly Plaqw >1a1e] c0.01.
By the hypercovtroctive ines,., Eﬂqmﬂ < Q- E[ﬁ.tx)‘]L.
Using the folloving claim from the homewods (with X <9 k< 12E §co.01, L<Ely])
shoos that Elgq*] <Aocoe .
Claim: [Poley-Zysmund] TF X {s o nonngg. rv. with P{X>x) <8 and EDI 2L >k>0

2
then E[X] 2 (_\-LEL ;

(Since. ctheswise E{qua] »LELIINEY 5 g €T fin comtrndiction).




Thecefire, 4o00e > E(quo?] = E?(ﬂil)l- 13(\5\)“‘ =4 ( (iﬂmx‘)"—;?(m)“) >
¥ L (126 - TEED)) . Hence, [Sffﬁiz)‘)-max Fan 2 TFan" > 1-20ms

= Ji.sa. | 2(“])] >A-Ad00e . @

Exponentiol Separotion for one-way Guomtim Communication

(ool find tasks thet guevtium dees better than classical.

Q. algorithms like Shor's fockring algotithm , only give conditionel sepemtigns.

Some previous results of wnconditional ceperetions Includs [Razaa Boc-Yoses Togvom
Keremedn *o4])

1 e i
Heve we ConSidor the ong wvdoyy Communication model - @_—J@
focy .
H‘Hidey\ Matching Prode

* Alice receives as (npwt xeqo ",

*Bol receives o geguente M= (Ma, My, ., Mws) of disjint pairs from (W], This induces
as'briqs 2=M(x) e{o.ﬂnh obtiingd 55 XORing the twolsits on each edge Bob needs
40 50y something about

To make -tHsQBaolm function we can give Bob an odditivvel  yector weﬁoﬂm ‘ot
’s either 2 or T ond ask him wwich is the cose.

Classika)l one-way J';rwtow\ + Clearly e Coaw sohe u._r.iv:g n ks of comm.

We conalse Jdo this nsng OWR) - Pl sends +o RBoo (51 rondonly chogea bt
With constant probability , Bob gets dthe two evdpomts of one edge (kirthday parndsx)

awd gets o i ofF+ .

This can be done. psing (S(M) b¥s o comm, (using shared mwndemness + Nesmads thm ).
We'll show thak Onis is Hght .
Q- Wit Neppors I we ke a pecfect mestching  (ie V2 edyes)]

Quantum one-way petxol ! ITn a quavitum one-viay protocl wrthh communicotion £

Priice sends tp Bob A unit vac{:\rx(l'n fRf. RBob then "measures” tiw's vecter by choosing
on orthenetmal basis W e o, e of fR’L‘D.vw\'the.n he obtains A number (€44,1,19
With prok <V,Wi>*, e now shew gquautum pootacol with only O C(lagn)l  communicatson,
Alice gends 40 Bok the vector v= A (60,27, +37) . Bob, given his wetching,

meosures in a basis thet containg for eadh edge §ij] €M the veetdrs —}%Lenq)

ond :‘r—i\(e-i“ej) as well as vectors €, for each ke (W] not in the matehing,



With prob, T2 | Bob oObtning an edae 4i,j) together with the parity on
that edge giving him a kit of 2, as reguired .

Classical lower bound of 52(5)

Assume e have q protecel in Which Plice sends c bnts to Bob, We consider their
protocol When the input X ond M owre thoser L formly. This gllovs us to assume
wieg that the proticol & dokermingtic (Since oterwise e can fix e rondom coves
fn a way that moaximizes the success Proballity), Plids message partitidng (o 7"
inte 15 sets o average size - Upon receiving o message, Bob's view of x
s as if it s umformly diztribuded over come set P of size ® 3
Given a motching M thix induces adistiibution on 2elo™ given by
Pa(D) = %- [{xenlmm=2]}] . Notice that the normalization is cuch that
(lpmlly = E(pm]= 4 and Epal» =™,

Thw: Tf Jal2,20" wWith € ¢ e, then g[llpn-’i\l,] St (the L Can s
made arbitrariy clce to O by cbmsihs swmaller ¢,

Tn words, this says Hrat the ctobstio)l distance between pm and the wniform
Aistribwtion s & {5 on average , implies that except with probekility i8  fAob
bebwres osif WS input s wnrfam.

Lemma:- Let QQ‘\Ollr be o £ sine > a"-" and let f= -?ﬁ-l'la be tlhe waiform

“distibutisn’ over A, Then Ve (o k2, D il

181k ] -

Prosf: Using e h.c.ines. WTenflll s DFUS | oe get
” Y n 2}{' . &
8% Fo < lfll, = (1%1) L (a )2 !

&1

Cor: TF [A122"° and ke bt . uc} then T (““’-‘Cj(
Isl=k k 5
k

Proof: Use 8= gz €(04]).
Example: Considar the cek B = &xeﬂo.\]“ \ %) > '%-_+Sc_n'} :

w-0(d

T s of size o (becanse We moved J@ ctondacd denations | the probaklity

. ) -a‘) 0 § ~

hat vondom X isin A s 2 ). T# we cloose xeA wmiformly each bnt is 1
WP "T,_""E ond thece fice '?(‘tﬂ)%‘[—&‘ foralli. This shoass that He bownd |s tigkt

for k= . Simiorly | If we take amy k yts foe swall , they ove essewtially independedt

ond theic XOR 16 & wup b ([E). This Shouc tha€ the bowd is tight e commll ke




2.4.1003

Lemma:, For sc(n] of even siae k <" Pr[S 'S aunjon of eAﬁu of m] =
GA&mElL (for the Cor)) : ‘T_a\ﬁ-e A= {xeﬁo‘l]“ \ a4t Xy= s Xe20) 4 \al=a

~ i k
£(8)=1 if gec\a.c) and 0 0. T Fsy = (E) = (§) .
Islsk

A )
Proof of Thm: Let F- 419 Then Pu(®) =2 %7 T
‘al;l-h M1y
Thew' pa(T) = £(A7(1)) where M'(T) is  the wnion ok edges indicated by T,
Hence, (Em[np,.-nm) ¢ Ehpm-111*] s En[lipa-1ly) = En [_:(:.P.\(T) | B
®

]

= Em[ E?(M.‘(T))t) 8 Pr[s Y3 O~ \.u-\c-. OF] -F(s)
Y .
B retc BEE RS
h"‘ (K) BiFk l
Stirling : (—) (2) < (u-)
Teerms with k>4c - US:na Z-f‘\(;) = “:\ <iafiland l(.‘.“'/g_\

af. [’,(J )-:oqq <-2—°—°~,

For ke Ne éu—?) (“mt’) C(“ T C(lom ﬁ'i < 3gd,

-_
-

Def: For twa distrihutinws p‘ct':D%[R* with peo= T=1 we define their
statistical distonce [Variational distonce as ACpg =fE{_‘.lPt:9-°gwl_

Rewark: 0sb<l with A=o i€F p=gq,.

Claim: Do) = mox| Epow - Tlaped \
Clam: For any (possibly randemited) fonction £:D-5D', A(£00,F1)) SA(x M), ’{I.,'
Th our cose, toke 'F1ﬂ0,|f“{“;=’,n.17 to bt the output of the fulvwing process,

Chosse & according to Pu , give Bab the set {273} and ask him o tell whicl
one is & . Dutput L iFf Beb is successfal. Lf we chase 2 occording 4o the
uniform diséribwtion, thew the outpt of £ wonld lee. 4 w.p.'a . Since we chosse
2 from Pam the preb. of owtputting 1 is at mest S5+ A8 (pa V) =1+ Lllpu-all,  so
Bob Cannct ww w.p. above ST/ . .

_ﬁ:mﬁ of t\e Wypec, Tnex.
Thm: Vfiiou" >R, 1¢psqses | NTpfll, < Ml or .P‘l":—-'r S

Proof: By mduction om n.

Base case - h=t: Let abeR such that fe)za+b , ) =0a-b.
(s ke

Then, TpF( = Qvpb | Tpf = a-pb. Our goal is s prove trak  Vab,

Il (aepb , a-polll, € [ @atb, a-W)),



indwetle ¢

beyp-

Minkowski

for nu

Without loss o £ generality assume o=1. Let us prove the Case b=e->0,

Then we wish +o prove ( (1+98) V4 (4-p ) )’"’S ((ug)?.,.u,af>"" T
_ a

7 =

Considar +tha RHS, (“+0f< 4 per BN gv 4 oyed),

(‘l-@r: i-pE+ -&:l et + O(EY) .

\"— - '%} 1V oo
CO. Ifl*ﬁf'l'l 1-—?—!' =it BB S E(e-—l) e" + Cxta) nel g
3 =

2 k

See figure on page 7
: e _ L g ) =4, B et v ol E®)
Swmee (443) " = Ar & +0(8, RHS = o .

Similacly, LHS = A+ 5;—_‘-(_?01* o(€®) . for . LHS € RHS we need j&.l%’é. :
Tnductwe sigp: Assume that theineg. hods for 1,2, 0 . We wate Fipo"a R

'F(x,xm) = [ﬁ(x) L where . £4 ore restyichons of &,
J L£a00 Xwrid

€oa™" BEYTph () + (132) Tpfa () Xn=0
So, Wflxxdz (% ’ 2
| UDmews (00 e

ITpe L, = ( NO) Tphet (R HE Y | (D) Tk + (D) BAIY )-;,b

2

< (MC2Fer (Dh 1Y+ N R+ (2)4 ] )"”
2

"P

P
s(' i “"f)ﬂmt'-@mwl“+x('=£)4-1m+(u,§)am\‘*)"'v)
( -

i
4 xCieul " %

zi s (32 (ol Lw")'*)")"’ “ (H Tkt "= 1l

»elon X Go,y"

Gaussion Rondom Vaviales

Def: 9= (3,,..,3..)€m“ is & (n-dimensiona standard) Gaussian Yandom varinble

if Ga,.,90 are iid. Gaussion [norma)  Neo,) .

Obsecvatidn: * 4gs distnbution ic spherically symmetrix

N 2 % Soem "‘V -:"\‘)1
Tndeed | its pob. density fimchon is glxe.xa) = ,I[“ﬁ—i.-e t"(-_—é?re( '

-hxnt/
= @_4—‘?-)-\ e Sl ganet only depends on IKla.

- llﬁ\\: = ‘i::‘.f;‘)? (s the Sum of n r.v.s with wmean 4 and variance 3 _
So by the cewntia\ Umit theorewm (CLT) ik s webh k!f,ln prok.in ntO(
Hence , g, = Ia’(1£0(Ya)) . So we can twivke of o ag distributed

umformly on a sphace of radins .




Def: (x4 €RxR are p-correloted normal variables (or, more precizety, (x4) is

LA OV, wady )y,

Adistributed like the bivortate normel N( ?,) ,(}j‘))) if % is chosen according

+o N(o,) and thewn Y= j'X*l\‘P‘ -2 Where 2 is an inde gemdent Nlop) .,
Remark : + 4's marginal |s NLO,S:‘M-NLO, t-p*) = N(o,1).
Tn foct | the de finitiow {5 symmetvic

See figure on page 8

« E[x93 = E[px*]+ E[G"xx] = 2.EC2] = p. /

Def - g,heﬂ?" are n-dimensidnal P-correlaked OGaussians if each cooddinate

(9i,h) is chosen independently from o p-correloted 4-dlm Gaussiang N((?_,), (}{ ))
n
Olgecvation - El<qgh>]) = §E[g;h:] =0, andinfoct ¢gq,b> is concentroted arued pn,

Therefore t.lnaav\_a\a betueen 4 oand W g cancentrated on orcessp,

aertts

-y 4

Noise S+talmlity

Def: for a Ffunction £i4ea)" 2N define its nolse stabilky by SL)= <F.T,€>=§y"'f(s)‘,

For #1 fumctions , 4lhais is 4A- a Pt efiy) (Le., Y~ R+ My ).
X e

Remarlc - NSg(£) = %(\'S‘_g") .

Examges: - Constont function 214: 1,
* Dictatorship ¢ SJ, = p. Dickaheci,
a i I 0 - > MNAT A
_P"_"E: S_p(f'\aj'n) = ';ﬁ:ﬂfCSIHJ’ e O(‘vﬂ_

B o R




ParametricPlot [
{
r* {Cos[6] , Sin[6]} / ((Abs[Cos[6]]"p + Abs[Sin[6]]"p)/2) " (1/p) /. P- 2,
r* {Cos[6] , Sin[6]} / ((Abs[Cos[6]] “p + Abs[Sin[6]]"p)/2) " (1/p) /. p-3,
r* {Cos[06] , Sin[6]} / ((Abs[Cos[6]] “p + Abs[Sin[6]]"p)/2) " (1/p) /. p-»1.5
}I
{r, 0, 1}, {6, 0, 2 7}, Mesh -» False, PlotPoints - 50]

T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T




Needs ["MultivariateStatistics™ "];

GaussSam[e_] := Random[MultinormalDistribution [{0, 0}, {{1, 1-€}, {1-€, 1}}]11:

GaussSams [k_, €_] := Transpose [Table[GaussSam[e], {k}]]:

A = Table[GaussSams [2, 0.001], {3000}];

ListLinePlot [A, PlotStyle -» Black]
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