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Abstract: A classic theorem by Vizing asserts that if the maximum degree of a graph
is A, then it is possible to color its edges, in polynomial time, using at most A+ 1 colors.
However, this algorithm is offline, i. e., it assumes the whole graph is known in advance. A
natural question then is how well we can do in the online setting, where the edges of the
graph are revealed one by one, and we need to color each edge as soon as it is added to
the graph. Online edge coloring has an important application in fast switch scheduling. A
natural model is that edges arrive online, but in a random permutation. Even in the random
permutation model, the best proven approximation factor for any algorithm is the factor 2
of the simple greedy algorithm (which holds even in the worst-case online model). The
algorithm of Aggarwal et al. (FOCS’03) provides a 1+o(1) factor algorithm for the case
of very dense multi-graphs, when A = @(n?), where 7 is the number of vertices. In this
paper, we show that for graphs with A = w(log n), it is possible to color the graph with
(1+e/(e*—1)+0(1)) A < 1.43A colors, with high probability, in the online random-order
model. Our algorithm is inspired by a 1.6-approximate distributed offline algorithm of
Panconesi and Srinivasan (PODC’92), which we extend by reusing failed colors online.
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Further, we show how we can extend the algorithm to reuse colors multiple times, which
reduces the approximation factor below 1.43. We conjecture that the algorithm becomes
nearly optimal (i.e., uses A+ o0(A) colors) with O(log(A/logn)) reuses. We reduce the
question to proving the non-negativity of a certain recursively defined sequence, which
looks true in computer simulations. This non-negativity can be proved explicitly for a small
number of reuses, giving improved algorithms: e. g., the algorithm which reuses colors 5
times uses 1.26A colors.

1 Introduction

An edge coloring of a graph is a coloring of its edges so that no two edges incident on each other get the
same color. If the maximum degree of a graph is A, then obviously, every edge coloring needs at least
A colors. A classic theorem by Vizing [9] proves that it is possible to edge-color a graph using at most
A+ 1 colors. However, determining whether the required number of colors is A or A+ 1 is known to be
NP-complete for general graphs [7]. The proof of Vizing’s theorem is constructive and actually gives a
polynomial time algorithm to find an edge coloring using at most A+ 1 colors. For bipartite graphs there
are fast algorithms to edge color using A colors [3]. However, all these algorithms are offline, i. e., they
assume that the graph is known in advance. A natural question then is how well we can do in the online
setting, where the edges of the graph are revealed one by one, and we need to color each edge as soon as
it is added to the graph.

We study the online edge coloring problem for bipartite graphs, in the model in which edges arrive
in a random permutation.! We also assume that the graph is regular (otherwise, one can add dummy
edges to the graph to make it regular [1]). We note that the random order arrival model can simply be
considered as an algorithmic technique for fast offline approximation: randomly permute the edges and
run a (simple and local) online algorithm.

1.1 Problem definition

Let G = (B,T,E) be a regular bipartite graph with degree A. Throughout, we will call the vertices in B as
bottom vertices, and the vertices in T as top vertices. The vertices are known in advance, while the edges
E are unknown. Edges arrive online in a random permutation of £. We have to color each edge as soon
as it arrives, so as to get a valid edge coloring at the end of the algorithm. The objective is to do this using
the smallest number of colors possible.

1.2 Prior work and our results

Prior work The simple greedy algorithm (Greedy), which colors each edge with the smallest color
(in some fixed but arbitrary numbering of colors) not already used by a neighboring edge, will color the
graph with no more than 2A — 1 colors. This is true in the worst-case online model, with adversarial input
order on E. But in fact, this is the best known analysis for Greedy even in the random-order arrival model.

INote that, as shown in [8], the edge coloring problem for non-bipartite graphs can be reduced to the problem for bipartite
graphs, by considering a random balanced cut in the graph, coloring the edges of the cut, and then recursing on the two sides of
the cut. Note that this can be done in the online setting as well.
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A # colors used | Arrival order
Greedy Algorithm no constraint <2A—-1 Adversarial
Lower Bound [2] o (\/@) >2A—1 Adversarial
Algorithm [1] o(n?) A+o(A) Random
Here (Extension to 5 rounds) o(logn) 1.26A Random

Figure 1: A summary of known upper and lower bounds in the Adversarial and Random-Order models

Bar-Noy et al. [2] prove that Greedy is optimal for both deterministic and randomized algorithms in
the worst-case order model. However, the examples they construct to prove the lower bounds are very
sparse, i.e., A = O(logn) for deterministic algorithms, and A = O(y/logn) for randomized algorithms.
Then, the natural question is can we do better than Greedy if the graph is “dense.”

Aggarwal et al. [1] gave an online algorithm which colors a bipartite graph using A+ o(A) colors in the
random-order arrival model, when A = @(n?). Thus, this achieves essentially optimal performance, but in
an extremely dense multigraph. The motivation in [1] to study bipartite edge coloring in the random-order
model was an application in high-speed switch scheduling. We point to [1] and the references therein for
details, and provide only a brief outline of the application here. The input and output ports of a switch
correspond to the two sides of a bipartite graph. At every time step, at most one request arrives at each
input port, destined to some output port. Also, at each time step the switch can route a matching across
from input to output ports: at most one packet leaving each input port and at most one arriving at each
output port. A fast edge coloring algorithm which uses A+ o(A) colors for a graph of degree A can be
used to schedule the switch as follows: for some A number of time steps, color each incoming request as
an edge in the graph. Then spend the next A+ o(A) time steps routing the matchings corresponding to
each color class from the edge-coloring, and at the same time coloring the newly incoming requests as
the edges of a new graph. In this application, an algorithm which works with the density bound of (n?)
suffices, while causing a delay of ®(n?) per packet. An algorithm with a smaller density bound will also
work, and will reduce the wait time of each request, provided it uses A+ o(A) colors. We further discuss
the connection of our algorithm to the one in [1] in Section 4.

Thus, no algorithm is known to perform better than Greedy’s factor 2 (using fewer than 2A — 1 col-

ors) even in the random-order arrival online model, when the graph is denser than log , but sparser than n2.

QOur results In this paper, we provide an online algorithm which uses

[
(1+ez_1)A+0(A) < 1.43A

colors, with high probability, for graphs with A = @(logn). We briefly describe the algorithm here (a
detailed description is provided in Section 2): The algorithm has a number of palettes P’, each with a
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different number of colors. It partitions the incoming edges into two types, “Early” and “Late,” depending
on the arrival time of the edge. For an early edge (b,?), the algorithm tries to color it with a random
color from P! which b has not tried before. If it fails (because some previously arrived edge incident on ¢
has used that color already), then it tries to color it with a random color from P? which b has not tried
before, and so on, until success. After all the early edges have arrived, a subset Ri(b) of colors from P!
have failed to be used by each bottom vertex b. The algorithm augments this set by injecting a set of new
colors N’ so that we have a sufficient number of colors. Then, for a late edge (b,?), the algorithm tries
to color it using a random color chosen from R'(h) UN! which b has not tried before for a late edge. If
it fails to do so, it will try to color the edge with a random color from Rz(b) UN? (not tried by b for a
late edge), and so on. Thus, the main idea in the algorithm is to reuse failed colors: each color from the
palettes P’ gets a second chance (at each bottom vertex) before it is discarded.

Analysis techniques One of the main difficulties in the analysis of the algorithm lies in the correlations
between the sets of reusable colors at bottom and top vertices when we process late edges. For example,
it could be that bottom vertices can only use precisely those colors for late edges which the incident
top vertices have already used up to color some early edges. In this pessimistic case, when the sets of
available colors at bottom and top vertices are disjoint, we would not be able to reuse any colors and
would get a factor of e/(e — 1) ~ 1.59. In the optimistic case, these sets of reusable colors are identical
for all vertices, and the analysis would proceed to give a factor of e?/(e? — 1) ~ 1.16. If the sets were
independent, we would get a factor of (e? +e—1)/(e? — 1) ~ 1.43. What we prove is that these sets
are positively correlated for bottom and top vertices, which still leads to the same 1.43 factor. Figure 2
provides an example to describe the importance of the correlation between reusable colors at bottom and
top vertices in Round 2. In our analysis, we do not need to make any assumptions on the correlations
between available colors at different bottom vertices.

A related issue is that, due to the non-independence of the reusable color sets, late edges can have
unequal probabilities of succeeding to color themselves from different palettes (as opposed to early edges,
where the probability of success depends only on the position in the random permutation). For example,
due to the structure of the graph, some vertices may be “lucky” in the sense that their late edges succeed
in coloring themselves from the first few palettes. While this is a good event as such, it leads to an
uneven and unwieldy analysis. We rectify this by smoothing out success probabilities at every edge by
artificially rejecting edges which succeed more than required, by flipping a coin with an appropriate bias.
We provide an example in Section 2.3 (Figure 4 in Remark 2.11) to illustrate the reason probabilities of
success can be different for different round 2 edges, even if they are incident on the same top vertex.

Extension We may hope to use a smaller number of colors by extending the algorithm to allow bottom
nodes to possibly try each color more than two times. In Section 3, we show how we can extend the
algorithm by dividing the edges to multiple rounds (instead of just two rounds, early and late). We
show that by doing so we can indeed improve the approximation factor, and we conjecture that with
O(log(A/logn)) rounds, the algorithm uses a near-optimal A+ o0(A) colors. We reduce this question to
proving that a certain recursively defined numeric sequence is non-negative. This seems to be true from
computer simulations. The non-negativity question can be resolved explicitly for small number of rounds,
which gives, e. g., a 5-round algorithm using 1.26A colors.
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Figure 2: This example illustrates how the probability of successful coloring of round 2 edges depends on
the correlation between the set of colors available at top and bottom vertices. E'(¢) is the set of colors
available at top vertex ¢, and R! (), R!(b’) are the sets available at bottom vertices b, b'. In the example
on the left, since R'(b) UE' () = @ and R! (V') UE (¢) = 0, the round 2 edges (b,?) and (b',1) have zero
chance each of being colored successfully. In the example on the right, R' (b)) = R! (') = E'(¢), so both
the edges have a (constant) positive probability of success. (For simplicity, we have ignored the existence
of the new palette N! in round 2 in this example.)

1.3 Previous related results on distributed algorithms

There is a related sequence of results in the literature on distributed offline algorithms for edge coloring.
The first such algorithm with a factor less than 2 was provided by Panconesi and Srinivasan [8] (we will
refer to the algorithm as PS), which uses (e/(e — 1))A ~ 1.59A colors. Since our algorithm is inspired
by PS, we describe it at some length here. PS runs in phases, where each phase has its own palette of
colors. In each phase, each bottom vertex proposes colors for all its incident edges by taking a random
permutation of the colors in the palette for that phase. Thus there are no color conflicts of proposed colors
at bottom vertices. In the same phase, each top vertex accepts, for each color, exactly one incident edge
chosen uniformly at random among those which propose that color. If an edge gets its proposed color
accepted, then its color is fixed. Otherwise, it proceeds to the next phase. This propose-accept process
guarantees that there are no color conflicts at any vertex. In each phase, some fraction of each vertex’s
incident edges get colored. It is proved that, with high probability, the vertex degrees reduce at a rate of
1 /e, giving a total number of 1/(1 —1/e) ~ 1.58A colors.

Our online algorithm is inspired by PS. Firstly, we show how to convert the idea behind PS to work
in the online random-order setting. Secondly (and this is our main algorithmic contribution) we introduce
the idea of reusing colors of a palette which a bottom vertex failed to use, in a next round (for edges which
arrive later in the online order). So, at a high level (as will become clear in Section 2), our first round
implements PS online for edges which arrive early, and the second round reuses the failed colors for late
edges. We note that Aggarwal et al. [1] mention in their introduction that PS can be made online to use
1/(1—1/e) colors, although no details are given (presumably they meant a transformation similar to
ours). Subsequent to [8], distributed algorithms were found [4, 6] using a near-optimal A+ o(A) number

THEORY OF COMPUTING, Volume 8 (2012), pp. 567-595 571


http://dx.doi.org/10.4086/toc

BAHMAN BAHMANI, ARANYAK MEHTA, AND RAJEEV MOTWANI

of colors (for A = Q(polylog(n))). However, it is unclear how to make those algorithms work in the
online model. As a related reference, we note the book [5], which includes a clear exposition of the
concentration of measure techniques used in the analysis of these distributed algorithms.

2 The two round algorithm

The online algorithm is defined in Figure 3. Let r = e/(e+ 1). We partition the input edges into two
types: edges that arrive before time rnA are called Round 1 (or Early) edges, and edges which arrive later
than time rnA are called Round 2 (or Late) edges. The algorithm has a collection of L = O(log (A/logn))
main palettes P!, P27 P37 ...,PL as well as L augmenting palettes N N2, N3, ...,NE, each with a
distinct set of colors. Palette P has size A) where A) is recursively defined by: A1) = rA —o(A), and
AHD = Al) Je — o(AW). The size of the palette N’ will be determined later. The algorithm also has a
special palette, P*, with o(A) colors.

Round 1 edges are treated as follows: For each bottom vertex b and each i € [1,L], we maintain a
set Tried’(b) C P, which is the set of colors from P’ that b has already proposed for any of its incident
edges. When a round 1 edge (b,t) arrives, we try to color it using a random color ¢* from P! \Triedl.
If no previously arrived edge (',¢) was already colored c*, then we succeed in coloring (b,t) with ¢*.
Otherwise, we fail to color (b,z) from P! and we try from P?\ Tried?, and so on. If we fail to color (b,?)
from all palettes P!,.. ., PE, then we greedily color (b,t) using P=.> For each b and each i € [1,L], we
also maintain R¥(b) C P!, which is the set of colors from P’ which b tried to use to color some Round 1
edge (b,t), but failed because some previously arrived edge (',¢) had already taken that color.

Round 2 edges are treated in a similar manner, but with two differences:

(1) For every bottom vertex b, and for every i = 1,...,L, we replace P’ with R'(b)|N'. Thus each
bottom vertex reuses the colors R'(b) it failed to use in Round 1. The palette N' is added to provide
enough additional colors to have a proposal for every round 2 edge.

(2) A top vertex may reject some proposals, even if there is no previously arrived incident edge which
has used that color. This is done randomly by flipping a coin of an appropriate bias, and is done so
that the probability that an edge succeeds in coloring itself from R(-) UN’ depends only on the
position within the permutation and not on the identity of the edge. We describe the motivation
and the details of this artificial rejection, including the definitions of ¢’(h) and p'(t,h) (as used in
Figure 3), in detail in Section 2.3.

It is easy to see that the algorithm produces a valid coloring, i. e., it never uses the same color for
two edges incident on each other: (1) bottom vertices propose colors for their edges by sampling without
replacement, so there is no color conflict at bottom vertices, (2) we accept a proposed color only if no
previously arrived edge incident on the same top vertex has already been colored that color. We will
prove that, by choosing the right values for |N|, with high probability, the algorithm does not abort in

2 As a minor point, we also color (b,1) from P if it fails to get colored from P! ..., P!, but there are already at least AG+1)
edges incident on # which have failed to get colored from P!, ... P’ (for some i € [1,L — 1]). This is done to just make some of

the later analysis a bit cleaner.
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Round 1 (Early edges):
For all i € [1,L], bottom nodes b, and top nodes ¢, initialize Tried'(b) = R'(b) = 0, and deg’ (t) = 0.

For s € [1,rnA], when the s edge e = (b, ) arrives in the online order:
* Seti=0.
* While (e is not colored and i < L):
- it+
degh (1) ++.
If (Kg’i(l} > A(")):
# Color e greedily from P®; If that is not possible, then abort.

Else:

# Pick a color ¢* uniformly at random from P'\ Tried'(b). Set Tried'(b) = Tried’(b) U {c*}.
(If no such color exists then continue).

+ If no previously arrived edge incident on ¢ was colored c¢*, then color e with ¢*;
Else set R'(b) =R'(b) U{c*}.

* If e is not yet colored, color it greedily from P*. If no such color is available in P*, then abort.

Round 2 (Late edges): .
For all bottom vertices b and all i € [1, L], initialize Tried'(b) = 0.

For s € [rnA+ 1,nA], when the s edge e = (b,t) arrives in the online order:
* Seti=0.

* While (e is not colored and i < L):

- i+t

— Pick a color ¢* uniformly at random from (R'(b) UN') \ Tried’(b). Set Tried'(b) = Tried'(b) U
{c*}. (If no such color exists then continue).

— If no previously arrived edge incident on ¢ has proposed c*, then
(a) If ¢* € N then color e with ¢*.
(b) If ¢* € Ri(b), and e = (b,t) is the A" edge incident on ¢ proposing from a phase i palette

(namely R’(b) UNY), then color e with ¢* with probability p‘{l((t@)l) .

* If e is not yet colored, color it greedily from P”. If no such color is available in P*, then abort.

Figure 3: The Online Algorithm
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the last step, i. e., each edge gets colored from one of the palettes. The total number of colors used is then

L L
Y P+ ) INT [P
i=1 i=1

The analysis is in three steps: Firstly, we bound the number of colors used for round 1 edges, and
prove correlations between the sets of rejected colors at different vertices (Section 2.1). Secondly, we
bound the number of colors used for round 2 edges (Section 2.3). Finally we put all the bounds together
to get the full count of the number of colors used (Section 2.4).

But, before proceeding to the analysis, we first give some notation and definitions that will be useful
later.

Definition 2.1. We say that a vertex or an edge reaches phase i if it chooses a color from P’ (for a round 1
edge) or from R'(-) UN' (round 2 edge). For any vertex v (top or bottom), i € [1,L], and j € {1,2} define
degz-(v) as the number of Round j edges incident on v which propose a color in phase i. Also, for any top
vertex ¢, i € [1,L], j€ {1,2},and h € [l,deg;(t)] , define ei-(t,h) to be the 4" edge (in the arrival order)
incident on ¢ in round j, which proposes a color in phase i. As a matter of notation, throughout we will
use the term “with high probability” (or “w. h. p.”) to mean “with probability at least 1 — poly(1/n),” and
we will use ~ to denote “equal up to higher order terms.”

2.1 Round 1 analysis

In this section, we analyze Round 1 of the algorithm. Recall the recursive definition A1) = Al /e —
o(AD), with A = rA—o(A).

Lemma 2.2. Foralli€ [1,L],t € T and h € [1,deg! (t)], the probability that é\(t,h) is colored with a
color from P is (1 — I/A(’.))hil.

Proof. €' (t,h) gets accepted if and only if none of the previous edges €' (t,/') (1 < h' < h—1) have

chosen the same color as ¢/ (¢,h). The lemma then follows by noticing that each node picks its color
independently and uniformly at random from P'. O

Lemma 2.3. Foralli€ [1,L] andt € T, deg} (1) = AY with high probability.
Proof. Note that deg’ (t) = min {A("),deg"1 (t)} Thus, we only need to prove deg’ (r) > A®) w.h.p. We
do the proof by induction on i. For i = 1, the result directly follows from the definition of early edges and

the fact that the input order is a random permutation. Now, assume the statement is true for i, and we will
prove it for i + 1. Note that for any top node ¢ and any & < A), we have by Lemma 2.2:

' 1\
Prle} (z,h) gets accepted] = <1 - A(’)> .

Therefore
A 1\ 1 A0
it1 Py — AD ] A _ —AD (1
E |:degl (1) ’ deg) (1) =A } =A P (1 A(i)) =4 (1 A(z’))
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and hence

Al
e

AW > E[degl“( )} > 2 (1—o(1)).

A simple application of the method of bounded differences, as in [5], section 6.5.1, shows that deg”rl (1)

is sharply concentrated around its mean. Therefore, w.h.p. degi™!(r) > AU+D), that is degi™!(r) =
A(H—l) 0

Lemma 2.4. Foranyi€ [1,L], h, (b,t) €E, Pr|[(b,t) = ¢|(t,h)] only depends on i, h (i. e., is independent
of (b;1)).

Proof. We do the proof by induction on i. For i = 1, the statement follows directly from the symmetry of
the input order (random permutation). Now, assume the claim is true for i, and we will prove it for i + 1.
By definition of the algorithm, for any 7 > AU+1) Pr [(b,1) = et t,h)] =0.Ifh < AU we have

Pr((b,t) =e€i"'(t,h)] = h’ZhPr [(b,t) = e (t,h) | (b,t) =€\ (t,1)] Pr[(b,t) = € (t,1)] .

For each K, we know by the inductive assumption that Pr [(b,) = ¢! (¢,h')] is independent of (b,1).
Hence, we only need to show that Pr [(b,r) = el (t,h) | (byt) =€ (¢, )] is only dependent on i,h,h'.
Assume that

C:{(Cl,CQ,...,Ch/) | V1 gjgh/ ZCjGPi,
the number of different colors among c1,...,cy_1 is B —h,
and 31 < j<h —1:cy=c;}.

Then,
) 1 4
1 _ —
Pr(.0) =7 1) | ) = el 0.4)] =1 (557 )
which clearly only depends on i,h, 4. 0
Lemma 2.5. Foralli€ [1,L] and b € B, deg}(b) = A¥) £0 (AD) w. h. p.
Proof. First, notice that from Lemma 2.4, for any (V') € E and any h, we have

A-Pr[(b,1)=éi(t,h)] = Y Pr[(b",1)=¢\(t,h)] = Pr[degi(r) >1].
{b"|(v" 1)€E}

Then, from Lemma 2.3, we have (for any (J',t) € E)

1ol if p < A,

Pr[(0,t) =é\(t,h)] = .
(@) = i) {o if h > A0,
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Then, with ¢ being an arbitrary neighbor of b, we have

E [deg’i (b)] = Z Pr [(b,1') reaches phase i] = A-Pr[(b,r) reaches phase i]
{r'|(br")eE}
A ) _
= A- Y Pr[(b,t) =é|(t,h)] = AV (1-0(1)).
h=1

The sharp concentration proof, using the method of average bounded differences, then exactly follows the
one in [5], section 7.5.3. ]

Therefore, from Lemma 2.3 and Lemma 2.5, the node degrees drop exponentially quickly, and we get
the following theorem:

Theorem 2.6. With high probability, all round 1 edges get colored from | JP' UP®, i. e., the algorithm
does not abort during Round 1.

2.2 Correlations between rejected colors at the end of round 1

In this section, we prove a proposition which will prove very useful later in the analysis of the second
round of the algorithm. First, we give a definition.

Definition 2.7. For i € [1,L], and for a top vertex ¢, let E/(t) be the set of colors in P’ which were not
used to color a Round 1 edge incident on ¢. (In other words, it is the set of colors from P* which no bottom
vertex proposes for a Round 1 edge incident on ¢.)

Before proceeding to the main proposition, we present the following lemma which is a direct
consequence of the definitions of R'(b),E’(t) and Lemma 2.3, Lemma 2.5.

Lemma 2.8. Foralli € [1,L], b€ B, t €T, w.h.p. |Ri(b)| ~ A™! and |E'(1)| ~ AUHD),
Now, we present the main proposition.

Proposition 2.9. Foralli € [1,L],b € B,t € T such that there is no Round 1 edge (b,t), we have w. h. p.
. . 1 .
IRI(b)NE'(r)| > (e —0(1)) IR'(b)].

Proof. To simplify the presentation of the proof, assume (b,¢) ¢ E. The proof for the case where (b, 1) is
an edge, but not a Round 1 edge, is exactly similar. We first prove that

B[|RI(6)NE ()] > <i _ 0(1)> E[|R(5)|] .

Let the event F' be defined as follows:

F'= {Elb' €Bort' €T: deg{(b’) < AY) —o(A) or deg{(t’) < AY) for some 1 < j < i} .
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We know, from Lemma 2.3 and Lemma 2.5, that Pr [F i] = o(1). Furthermore, we have 0 < !Ri(b)} <A
and hence

E[[Ri(b)|] =E[|Ri(b)| | F]Pr[F)] +E [\Rf(b)y ‘ﬂ Pr W = o(1)+(1—0(1))E [\R"(b)\ ‘ﬂ :
where F' is the complement of F'. Similarly, one can see
E[[Ri(b)NE ()] > (1—0(1))E URf(b)mEl‘(t)y ‘ﬂ .

Hence, to prove the inequality in expectation, it suffices to prove that
E [yR’(b) NE()] ] F‘] > < —0(1)> E [|Rl(b)\ ‘ Fl} .
e

Thus, assume F' happens. (1. e., all probabilities and expectations are conditioned on Fi. We will omit
explicitly writing this conditioning for the sake of brevity of expressions.) Then, we have E [|R'(b)|] =

Y cpiPr [c € Ri(b)] . Denoting by b - 7 that the algorithm chooses the tentative proposal of ¢ € P! for
(b,z) and denoting the event

{(b,t’) — ¢ (¢',h) and b S t’}
by H(¢',h,c) (for any ¢ € P!, h € [1,AY)], (¢, b) € E), we have for any ¢ € P!
Pr(ceR'(b)]= Y Pr[H'({ h,c)] Pr[f rejects b | H'(t',h,c)] . (2.1)
(bt")e€E,
1<h<Al)

Similarly, E [‘Ri(b) NEi(t) H =Y cpiPr[c € RY(b)NE(r)] and, for any c € P,

Pr[c eR'(D)NE'(t)] = Z Pr[H'(f',h,c)] -Pr[c € E'(t) ‘ H'(t' h,c)]
(bt")eE

1<h<A®
-Pr [t’ rejects b ‘ H({' hc),cc E"(t)} . (2.2)
But,
i 1\
Prlc€E'(t) | H (' h,c)] = (1 - A(‘)> = —o(1)
and

Pr [t rejects b | H'(t',h,c),c € E'(t)] > Pr [t rejects b | H'(',h,c)]

as knowing ¢ € E‘(t) increases the chance of ¢ being proposed to ¢’ by nodes other than b, which increases
the chance that ¢’ rejects b’s proposal of c. Hence, comparing equations (2.1) and (2.2), we get
. . 1 . .
Pr(c e R'(b)NE'(1)] > < —0(1)) PriceR'(b)] (VceP)
e
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and hence

B[R ) 0| [ 7] = (G =otn)) B[R | 7]

which implies that

E[[R'(b)NE'(1)]] > (i—o(l))E[\Rf(b)\] .

We know |RY(b)| is sharply concentrated around its mean. The proof for the sharp concentration of
|R!(b) NE(t)], using the method of average bounded differences, also closely follows the proof in [5],
section 7.5.3. Therefore, the inequality also holds with high probability. 0

Note that, for any i € [1,L], both R/(b) and E'(t) are random subsets of P!, with
i i 1
R ~ 0]~ [P,

The above proposition shows these sets are also w. h. p. positively correlated. This will be important in
our analysis of the second round of the algorithm, presented in the next section.

2.3 Round 2 analysis

Round 2 begins at time rnA. At this point, we have the following set-up, as proved above: Every bottom
vertex b has, for each i € [1,L], a set R'(b) C P’ of colors rejected in Round 1. Every top vertex has, for
each i € [1,L], a set of unused colors E'(t) C P'. We proved that w. h. p.

IR (b)NE(r)]

Ri(b)| ~ |E (1) ~ AU and ,-
=) R'(b)|

1
> -,
€

For each i € [1,L], we also have the augmenting palette N’ of size x; (to be determined later).

Definition 2.10 (Probabilities p'(z, ), ¢'(h)). Fori € [1,L], define m; = AU+ 4 x; to be the total number
of colors that a bottom vertex has in Round 2 to propose for its phase i incident edges (recall that by
Lemma 2.8, Vb, |R(b)| ~ A1) w.h.p.).

For i€ [I,L],t € T, and h € [1,deg)(t)], and denoting e, (¢,h) by (b,t), define pi(t,h) to be the
probability that, given that €5 (¢, /) proposes a (randomly chosen) color from R’(b), this color is in E'(¢),
and has not been proposed by any previously arrived edge €’ (¢,/') (h' < h). In other words p'(z,h) is
the “natural probability” (over the choice of colors proposed for each round 2 edge) of the proposal for
eb(t,h) succeeding, given that it chose a color from R’(b). This probability value can be calculated by the
online algorithm when the edge arrives.

Finally, define
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@ ew

t

b b

b, 2 by 4
R'(b,) R'(by) R'(bs) R'(by)
“lucky” vertex

Figure 4: In this example, each of R!(b;), R'(b,), R(b3) and R!(b4) are positively correlated to E'(¢)
(as required by Proposition 2.9). However, R!(h;) = R!(b,) = R!(b3), while R!(b4) UR!(h) = 0. The
edge (b4,t) has a much greater chance of success than the other three edges. To see this, note that the color
choices of the other three edges may conflict with each other, and hence lead to failure in this palette for
all but one of the conflicting edges. But the color choice of (b4,t) would never face a conflict—whenever
the color belongs to E'!(¢), it will be a success. (For simplicity, we have ignored the existence of the new
palette N' in round 2 in this example.)

Remark 2.11. Note that pi(z, ) depends crucially on which edge (b,?) is in the A" position among the
phase i edges incident on ¢ in Round 2. This is because the edge succeeds in coloring itself if no previous
such edge chose the same color. Since we have no guarantee on how the different R'(-) sets intersect,
this probability may depend on the identities of all the first / such edges. From this observation, we see
that, unlike in Round 1, different bottom vertices may have very different probabilities of success, even if
their edges were in the same position with respect to a top vertex ¢. This may result in the degrees of
different vertices evolving differently over the phases, which makes the analysis very difficult. We rectify
this issue by showing that ¢’(h) is a lower bound on all of these probabilities p'(¢, %), and by artificially
rejecting each possible coloring using random coin tosses with appropriate bias (¢'(h)/p(t,h)) to make
the probability of the ith edge succeeding to become exactly ¢'(h). Note that the values of p'(z,h) are
available to the online algorithm at the time that the edge arrives.

Figure 4 illustrates the reason why some round 2 edges can be luckier than others, based on the
intersection patterns of the sets of available colors at bottom vertices (even though the sets at every pair
of bottom and top vertices are positively correlated).

The following lemma lower bounds all the acceptance probabilities p'(t,h).
Lemma 2.12. p'(t,h) > ¢'(h).
Proof. Suppose €, (t,h) is the edge (b,t). Let new), be the event that the color proposed by € (¢, k) from
R(b) UN' is in E'(t) and is not proposed by any of the previous edges ¢ (t,h') (1 <h < h—1). For

THEORY OF COMPUTING, Volume 8 (2012), pp. 567-595 579


http://dx.doi.org/10.4086/toc

BAHMAN BAHMANI, ARANYAK MEHTA, AND RAJEEV MOTWANI

W € [1,h— 1], let R'(h') denote the set R'(b'), where €} (¢,/') has b’ as its bottom vertex. Define
vii=|{l |1 <K <handceR/(H)}|.
We have

p'(t,h) = Pr [newy, { (b,t) gets a proposal from Ri(b)}

= Z Pr [newh ‘ b5 t] Pr {b St ‘ (b,t) gets a proposal from Ri(b)]
c€RI(b)

h
1\ 1
- ¥ (1-3) @
ceRI(b)NE (1) mi)  [R(b)]
. \R"(b)‘ﬁE"(t)\ <1_1)h1
IR'(b)]| m;

h—1
S
€ m;

where the last inequality uses the positive correlation between R’(b) and E’(t), from Proposition 2.9. [

I
Q~
A'

=
SN—

Definition 2.13. Define

succ/(h) = - <l—> + q'(h) = (1—) X—Jrg .
m; m; m; ni; m; m;

Corollary 2.14. The probability that the edge eé (t,h) succeeds in coloring itself (in phase i of Round 2)
is exactly succ' (h).

Proof. Using the notation of the proof of Lemma 2.12, and defining acc;, to be the event that eé (t,h)
succeeds (i. e., the event of interest), we have:

Prlacc;] = Pr [acch | cp € N"} Pr [ch € Ni] +Pr [acch ‘ cp € Ri(b)] Pr [ch c R"(b)} )

But,
) Ni ) ) A,‘.H ) 1 h—1
Pr[chEN‘]:‘—':ﬁ, Pr[cheR’(b)]: , Pr[acch|ch€N’}—<1—) ,
m; mi mi m;
and
Pr [acch ’ cp € Ri(b)] = Pr [aoch ‘ newy, ¢, € Ri(b)] Pr [newh ‘ cp € R"(b)}
qi(h) i ‘
= - [ h == ! h .
p,(tyh)p(, ) = q'(h)

Putting all these together proves the corollary. 0
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Remark 2.15. By using the extra randomness in artificially reducing the probabilities of success for
“lucky” edges, we have decoupled the probability of success from the identities of the vertices, and how
the different R’(b) sets intersect. Note that all we used was that the R’(b) and E'(¢) sets are positively
correlated (Proposition 2.9)—we made no assumption on how different R’(b) and R'(#') intersect. Having
managed this, the rest of the proof is basically identical to the Round 1 analysis.

Definition 2.16. Define the sequence I by the following recursion:

Fl_rA
=

i 2
l—*i+l — E +(1= 1 A(iJrl) )
c c

Choose x; := I — AUt1) | Thus, m; = I'.
Lemma 2.17. For all i € [1,L] and for all nodes v, degh(v) ~ I with high probability.

Proof. The proof closely follows the one in round 1. So, we only show the recursion. For an arbitrary top
node ¢, the expected number of Round 2 edges incident on ¢ which succeed in coloring themselves in
phase i (of Round 2) is

degh (1) . m; h—1 . (i+1)
E Z succ'(h) | ~ Z(l—l> <x,+1A )

m; € m;

where the first equality uses Corollary 2.14. Therefore, the number of unsuccessful edges proceeding to
the next phase is

. ‘ 1, 1
degy™ ~ degh(r) — <x,~+eA<’+”> (1)

€
~ T - (x,-+1A("“>> <1—1>
€ €

i 2
— F_|_<1_1> AGHD
e

€
— l—*i+1

where the second equation is by the induction hypothesis, the third is because I'¥ = x; + Ai*! by definition
of x;, and the last is by definition of the sequence {I"} ;1. O

Corollary 2.18. The algorithm succeeds in coloring all edges w. h. p., i. e., it doesn’t abort in Round 2.

Proof. It can then be easily seen that the recursion for IV makes all the vertex degrees fall exponentially
quickly (e. g., at a rate at least as large as 1/e+ (1 —1/ e)z). So, the palette P~ suffices to greedily color
the edges not colored by %, P'. O
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2.4 Putting it together

First note that each probabilistic statement claimed in the proof holds w. h. p., i. e., with probability of
error at most 1/ poly(n). We only have poly(n) such statements (2n vertices, 2 rounds and L = O(log n)
palettes per round). So, by a simple union bound, we know that w. h. p. all of those results hold, in which
case the total number of colors that we use is at most

Z]Pi]+2xi+]P°°\.

i>1 i>1
Now, |Pi | = A(i), and by choice (Definition 2.16), x; = I — AGFD), Thus, the above summation is at most

rA+ ZF,-—G—O(A).

i>1

T, 1\ rA
Fi+]:el+(1—> L

e/ e

By definition,

Summing up all these equalities (for all i > 1) and defining § =} ;~, I';, we have

from which we can calculate

Thus, recalling that r =e/(e+ 1), we have

11 I+eter

rA+S = rA| 14+ -+ = A < 1.43A.
e e—1 1+

Therefore, the total number of colors used is at most 1.43A+ 0(A). We record this result in the following

theorem.

Theorem 2.19. The online algorithm colors the edges of a regular bipartite graph with degree A =
o(logn), w. h. p., using at most 1.43A+ o(A) colors.

3 Extending the algorithm to more than two rounds

A natural idea is to extend the algorithm to more than two rounds, say to K rounds, so that each color is
tried at each bottom vertex up to K times. This way, we may expect to reduce the total number of colors
used. We define such an algorithm in Figure 5, and describe it informally below.

The algorithm partitions the input edges into K rounds: The first r;nA edges to arrive are called Round
1 edges, the next rmnA edges are Round 2 edges, and so on, where the sequence of numbers ry,ry,--- ,rg
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For all bottom vertices b, all i € [1,L], and all j € [1,K], initialize Triedi-(b) = Rj(b) =0.

When the s edge e = (b,t) arrives in the online order:
* Let j be s.t. Zé;} rg<s< ZLI rp (the edge is a Round j edge).
* Seti=0
e While (e is not colored and i < L):
— it
Pick a color ¢* uniformly at random from (N’J U (Ué;i RZ(b))) \ Tried;;(b).
Set Tried?(b) = Triedg-(b) U{c*}. (If no such color exists then continue).

If no previously arrived edge incident on ¢ was proposed c¢*, then

(a) If c* € Ni- then color e with ¢*

(b) If ¢* € R@ (b) (for some ¢ < j) then color e with ¢* with probability
and set R} (b) = R} (b) —c*.
Else: If ¢* € N’J set R;(b) = R;(b) U{c*}.

.qth
plﬁh (t) ’

* If e is not yet colored, color it greedily from P”. If no such color is available in P”, then abort.

Figure 5: The Online Algorithm

will be chosen later. The algorithm keeps L palettes for each round, so that we have a total of KL palettes
N;, (i € [1,L],j € [1,K]), where the size of each palette will be determined later. The algorithm also has
a special palette P* with o(A) colors.

So, as an edge (b,t) arrives, the arrival time determines which round it belongs to—say it belongs to
round j. Vertex b proposes a random color ¢ for this edge from the union of N} and the sets of colors
rejected from b in the earlier palettes N}, e ,N}fl. If ¢ has not used the color c earlier, then the edge
is colored c. Else, b proposes a random color for this edge from the union of N? and the sets of colors
rejected from b in the earlier palettes N%, e ,N?fl, and ¢ decides whether or not to accept it, and so on. If
after L such attempts, the edge is still not colored, we will color it greedily from P”. Also, as in the 2
round algorithm, we perform some additional artificial rejections of the proposed colors for an edge with
random coin tosses of appropriate biases, so as to keep the success probabilities across all vertices the
same.

In this section, we show how we can analyze the above algorithm. We start with some definitions.
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Definition 3.1. The sequence {g/}/>o is defined recursively as follows:

g = 1,

1
g1 = & — <l—> 80~

Definition 3.2. We say that a round j edge (1 < j < K) reaches phase i (1 <i < L), if it ever proposes a
color from J, < ij. For a vertex v, define degz-(v) as the number of round j edges incident on v which
reach phase i. For t € T (respectively, b € B), i € [1,L], j € [1,K], and r < j, define E; ;(t) (respectively,
A, ( )) to be the set of colors from N; which have still not been used to color any edges incident on ¢

(respectlvely, D), at the beginning of round j. Thus, A i(b) = N’ and A’ ;(b) equals the value of RL(b)
(as in the Online Algorlthm in Figure 5) at the beglnmng of round Jj- Fori € [1,L], j€[1,K],t €T and
h € [1,deg J( )], let €'(,h) be the W' edge incident on ¢ which arrives in round j and reaches phase i.

Suppose ei- (t,h) = (b,t), and that b proposes (in the i’ phase) the color ¢ for this edge. Then, define
7 . . . 5 5 /
p;.;(t,h) (Vr < j) as the probability that, given ¢ € Aw-(b), cis alsq in E;7j(t), and that no edge ¢(7,4'),
for i < h, also proposed c. For i € [1,L], j € [1,K], define &’ = Y./_, g;,|N;|. Also, with r < j, define

Finally, define acc; (t,h) as the event that ei-(t, h) gets colored at phase i (i. e., does not reach phase i + 1).
Now, using the above definitions, we present the following theorem:

Theorem 3.3. Forallic [1,L], je[1,K|, 1 <r<jbeB teT,andhe [1,deg3~(t)], we have:
L. ’Alr](b)‘ ~ ‘E}l‘]| ~ gj,r]N£| w. h.p.
2. deg’(b) ~ deg)(r) ~d’ w. h.p.

3. If there is no edge (b,t) belonging to the rounds earlier than j, then w. h. p. Aij(b) and Eiﬂj(t) are
L (B)NE; (0] = gj-r|A; ().

(essentially) positively correlated, i. e.,

4. pL(t,h) > g ;(h).

Proof (sketch): The proof is done by induction on the round number j. For j = 1, all the items in the
theorem are trivially true. So, the basis of the induction is fine. The proofs for the inductive step are very
similar to the ones done for the corresponding statements for the 2 Round algorithm. So, we only provide
proof sketches here. We do the inductive proof for the items in the following order: 3,4,1,2.

The proof for item 3 follows exactly the proof of Proposition 2.9. The only difference between Round
1 and any other Round is the artificial rejections done by the random coin tosses. But, clearly, that does
not change the correlation structure between the unused color sets (i. e., AL ;(b) and E; ().
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Then, we prove the item 4. The proof is very similar to that of Lemma 2.12. Suppose ez- (t,h) = (V,1).

Let new), be the event that the color proposed for ¢’ (t, h), by b’ in phase i, has not been already used by 7,
and that no ¢, (t h') chose the same color. Define

W= ngh/<h

ce | Ai,ﬂj(h’)}‘

r<j
where by A!, ;(I'), we mean the set Al ;(b") for bottom node b” such that ¢ “(t,h') = (b",1). Then,

pLi(t,h) = Pr[new, | ¢)(t,h) gets a proposal from A}, ;(b)]

= Z Pr [newh b5 t} Pr {b Stle (t h) gets a proposal from A’ (b')}
eA{ (v
h

1\ 1
= Z (1 - i) i
ceAl (V) NEL;(1) dj |Ar,j (b)]

AL () NEL, )] (1_ ! )’“

= i i
A, ;()| dj

| h—1
<1_d’> :qlr,j<h)

where, in the third line, we are using (the inductive assumption for) item 2, and in the inequality in the
last line, we are using item 3.

v

Next, we prove the item 1. Assume ci.(t,h) is the color proposed by e; (t,h) at phase i. Then, we first
show that w. h. p. we have

Pr[acc’(t,h) | ci(t,h) € A} ;(B")] ~ . ;(h)

and hence
J i
i 8 '—r|N i
Pr [acc)(,h)] ~ Z] / ¥ ”q;’j(h). (3.1
r= J
This is because
Pr [acc (t,h) | ¢ (t h) EA’ (b')] = Pr[new, | c;(t,h) EAij(b)] -Pr [acc (t,h) | newy]
. g .(h) .
= p.i(t,h)— =q,(h
PN s = e 0)
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and thus

Pr[acc)(t,h)] = iPr[ (t,h) € AL ;(b)] - Pr[acch(t,h) | ¢(1,h) € A} ;(D)]
=1
J Al

= Y drqulr,(h)

r=1 "j

J i
g'*F|Nr’ i
= Y EE .

i
r=1 dj

Now, let Xr‘ ;(2) be the number of colors from E; ;(t) which get used in phase i of round j which get used
to color some edge incident on ¢. Then,

4

ElX/;()] = E Z1ci/.(t,h)6Af,,j(h),accj(t.,h)
=l

= ZPr (t,h) EA’ j(h), acc] (t h))

, i h—1
_ el g (1_1>
A A

i 1
= g?—r|Nr| (1 - e) .

Thus, the expected size of E' ., () equals

rj+1
. . . . 1 .
01~ EIX0] ~ g8~ &N (1= 1) = g N

The w. h. p. proof is then standard. Also, a similar calculation, summing over round j edges incident on
node b, gives |Ar i1(B)] = gjr+1 |NE|. This finishes the proof of item 1.

Finally, for the proof of item 2, notice that equation (3.1) shows that the probability that a round j
edge gets colored at some phase i depends solely on i, j and the position of that edge among the other
round j edges incident on the same top vertex which reach phase i. Note that we get this property in
spite of the fact that the “natural probabilities” of success (namely the p' i (t,h)’s) depend crucially on
the identities of the first & edges, since they depend on how the various A’ (b) sets intersect. Using
this property, the proof of item 2, for top vertices, is similar to the above calculatlons (for item 1) using
equation (3.1), and, for bottom vertices, can be done in almost exactly the same way as in Round 1. So
we omit the details here. O
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3.1 Counting the number of colors used

Theorem 3.3 gives us the essential ingredients for analyzing the multi-round algorithm. So, next, we
proceed to calculating the total number of colors used by the algorithm. .

The number of edges (for each vertex) reaching round j of phase i is deg/, while the number of old
colors of phase i (from rounds less than j) reaching round j of phase i is equal to the number of edges
(for each vertex) reaching round j — 1 of phase i + 1, i. e., equal to deg”rl Therefore, we have:

Vi>1,j>2: |N;i|:max{o,dl d’“}. (3.2)

If this number were 0, we would simply not introduce any new colors. However, for the calculation
of the total number of colors (Lemma 3.4), it is easier to drop the max with 0. This may cause us to
undercount the number of colors if the second term in the max was negative.

For now, we assume that in each phase of each round we need to introduce some new colors. That is,
we never have more old colors remaining from the previous rounds than the degree of the nodes in the
current round. Thus our assumption can be stated as:

Vi>1,j>2:dj>d). (3.3)

From now onwards, we proceed with this assumption and bound the total number of colors used. We will
try to prove the assumption in Section 3.1.1 by reducing it to the question of non-negativity of a certain
sequence of numbers.

Lemma 3.4. The total number of colors used is, w. h. p., ZJ LT = ZiLzl d}'{.
Proof. From equation (3.2) and Assumption (3.3) we have
INY| = dj—d). (3.4)
Hence,
#colors = ]Ni] + | P
I<i<L1<j<K

L
Z[ dit] + 1P|
= ‘~+Zd§<+|P°°\
i=1
= Z riA+ Sk +|P~].
j=1

where, in the last line, we are using d jl = r;A, which holds because the phase 1 degrees in round j are
equal to r;A. O
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The next step is to bound Sk:

Lemma 3.5.

I’KA
S < — — .
T -Dexa

Proof. From Theorem 3.3, we have forall i € [1,L—1],j € [1,K]
L .
d} = Zgj7r|N;|
r=1

and from equation (3.4)

A . . J ‘
d}“ = ;’+1 - ’N}+1| = Zg<,~7r+1|N;\.

r=1

Hence,

IN

dit! max g+l d:
J o<r<j—1 | g J
1 .
= 1—(1-= d:
s (1) sefa
1 i
(2o

Thus, letting j = K, and doing a simple induction (and recalling d}, = rxA), we have

) 1 i—1
d}(f (1— <1—e> gKl) I"KA.

Hence,
L .
Sk = Y.di
i=1
1 i—1
< I—(1—-)g > rgA
_ I”KA
I= (1= (1-¢)8k-1)
o I"KA
(1-¢)sx—1

O]

From the above lemma, and also noting that Zle rj =1 and recalling A = w(logn), the total number
of colors can be bounded as follows:

#col
colors et II’K
(1-3)8k-1

+o(1). (3.5)
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Note that so far we have not yet defined the values for r{,r,,. .., rg, and the above results were independent
of the exact values of these parameters. But now, to get the final bound, we need to determine the values
for these parameters. We do that in the following definition.

Definition 3.6. Define {r;}<j<x as follows:
B 1
rnoo= 75(;01 < )
ri = gj-irn (V1< j<K).
Notice that these values do satisfy Zf: 1 rj=1L

Using the above definition for {r;} <<k, from equation (3.5) we have

#col
oo o o(1). (3.6)

<l—-gx1rn+-—~
A (1-2¢)

Hence, to bound the total number of colors used, we need to bound the sequence {g;}¢>0. We do so in
the following lemma:

Lemma 3.7. For any { > 1, we have

1 1
- < <
sa-Lye =¥ ==

€

Proof. We prove both bounds by induction. We start with proving the upper-bound on gy. For / = 1, we
have gy = 1/e < 1/(1—1/e). Now, for the inductive step, assume the upper-bound is true for ¢; we will
prove it for £+ 1. Since £ > 1, we have g, < 1/e. Also, the function f(x) = x — (1 — 1/e)x? is monotone
increasing over [0, 1 /e]. Hence,

e (1o Ly
8e+1 = 8¢ e 8t = (l—é)g e (1_%)2€2

“relin) = () < yen

This finishes the proof for the upper-bound. For the lower bound, we do another induction. For £ =1,
1 1

e —
S50
For the inductive step, we start with the following obvious inequality:
L S 1 N 1 1 S 1
(+175 70 441 LL+1) = 562"
Thus,
2
B (1 1) 2 1 < 1 1) 1 < 1
St = 8t )% =501y e)\s(1=D¢) “sa=L@+1)

which finishes the proof. O
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Proposition 3.8. If Assumption (3.3) holds, the K-round online algorithm achieves a competitive ratio of
1+ 0(1/logK) + o(1) for any graph with A = w(logn).
Proof. From Lemma 3.7 and Definition 3.6, we get

1 1
<rn<
T+5 (1=, - T 1+ (1= D He

where Hg_| = Zf;ll 1/j~In(K —1) is the (K — 1)* harmonic number. Thus, from equation (3.6), we
see that the competitive ratio of the algorithm with K rounds, converges, as 1 +O(1/logK)+o(1), to 1
when K increases. Thus, with A = @(logn), this algorithm achieves, w. h. p., a coloring with A+ o0(A)
number of colors (for K large enough, e. g., K = O (log(A/logn))). O

3.1.1 The non-negativity assumption

This concludes the analysis under the assumption (3.3) that Vi € [1,L], j € [1,K], the number of old
colors is not more that the degree at phase i, round j. In this section we attempt to prove this assumption.
We reduce the question to proving the non-negativity of the following sequence of numbers.

Definition 3.9. The sequence {c/}¢>; is defined recursively as follows:

(-1

Cr=80— chge—j-
=1

The sequence ]N’j | follows a recurrence based on the sequence we just defined.

Lemma 3.10. Forany 1 <i<L,1 < j<K, we have
i+1 / '
1 4
N =Y NG
/=1

Proof. We have deg"}“ =Y<j NS- gj—t+1, and the number of old colors from phase i+ 1, round £ < j

reaching round j is Nit!g j—¢. A simple induction leads to the proof of the lemma. O

Corollary 3.11. Assuming c¢; > 0, (V¢ € [1,K]), with the r;’s as defined in Definition 3.6, we have
INj| >0 (Vie[l,L],j € [1,K]).

Proof. From Definition 3.6, we have: |N}| = 1A and ]N}] =0 for any 1 < j < K, which shows claim
is true for j = 1. Then, the proof can be completed by a straightforward induction on j. We omit the
details. O

This corollary shows that it is sufficient (for non-negativity of all \N} s (i € [1,L], j € [1,K])) to
prove that ¢, is non-negative for 1 < ¢ < K. If K is a small constant (e. g., say 3,4,5) , this can be proved
by direct calculation of the values ¢y up to £ = K. Our computer simulation results, presented in Figure 6,
also show that ¢, is non-negative up to very large values of K. However, we don’t have a formal proof to
show that all ¢’s (i.e., V£ > 1) are non-negative. However, based on the presented computer simulation
results and our current understanding, we give the following conjecture which we believe to be true.
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Conjecture 3.12. Defining {g¢}¢>0 as in Definition 3.1, and {c¢} s> as in Definition 3.9, we have ¥ € > 1:
cp > 0.

A proof of this conjecture completes the analysis of the near-optimal A+ 0(A) coloring. Alternatively,
below we present a simple way to exactly compute the competitive ratio for any K, given we know the
values ¢, are non-negative for £ up to K.

3.1.2 Computing the number of colors

We show how one can exactly compute the number of colors used by the K-round algorithm, assuming
the non-negativity assumption holds for the first K values of {c;}/>;. As proved in Lemma 3.4, the total
number of colors used by the algorithm is, up to lower order terms, (1 — rg)A+ Sk. So, we need to
compute Sx = ¥~ di. We have, from Theorem 3.3,

. K71 .
dy =Y, giNj (.
=0

Hence,

. K-1 ) K—1 '
Sk =Y dx =73 ) &Ny (= ; g Y INk_,|.
0

i>1 i>1 (=0 =0 >l
Define
_ i
Aj=) N
i>1
Then, from the recursion in Lemma 3.10, one can easily observe
r
1 M
(1-2)
J
Aj = Z Cj_g_HAg.
(=1

A =

So, one can first recursively compute A;’s using the above equation, and then Sk can be computed as

K
Sk = Z 8k—jA;j
j=1
which then allows computation of the total number of colors used by the K-round algorithm. Using this
method, we can, for instance, compute the exact competitive ratio for the K-round algorithm for small
constants, such as 3,4,5:

Number of Rounds | #colors/A
1 1.6
2 1.43
3 1.35
4 1.30
5 1.26

THEORY OF COMPUTING, Volume 8 (2012), pp. 567-595 591


http://dx.doi.org/10.4086/toc

BAHMAN BAHMANI, ARANYAK MEHTA, AND RAJEEV MOTWANI

10 10 10 10 10

Figure 6: loglog plot of ¢/ vs. £

4 Conclusions and open questions

The following are the three main open questions:

Calculations for the K-round algorithm Prove Conjecture 3.12 or find an alternate way of calculating
the number of colors used in the k-round algorithm.

Analyze the Random algorithm The Random algorithm is possibly the simplest randomized algorithm:
It starts with a palette of a sufficient number of colors. When an edge (b,t) arrives, it is given a random
color from the palette which does not conflict with already arrived neighboring edges on either side. A
variant of this algorithm is studied in [1], proving that, it uses only A+ o(A) colors, when the degree of
the (multi-)graph is @ (n?).

One may think of this process as the following propose-accept process (similar to our algorithm):
b picks a random color which has not been used to color previously arrived edges incident on b, and
proposes this color for (b,¢). If no edge incident on ¢ has used this color then (b,7) is colored with this
color, else b repeats with a new random choice from the palette, until success. Our algorithm can be
considered a variant of Random which breaks up the palette into several disjoint palettes, and the edges
into K rounds. It allows each color to be tried up to K times at each bottom vertex, once for an edge
from each round. By doing this we manage the correlations between available color sets. The open
question is to analyze the Random algorithm in random or adversarial arrival orders and prove that, with
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o(polylog (n)), a palette of size A+ o(A) suffices.

Adversarial order Find an algorithm with an optimal competitive ratio in the adversarial order.
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