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ABSTRACT. We begin with modular form periods, a focal point
of several Yuri Manin’s works. The similarity between the corre-
sponding zeta-polynomials and superpolynomials in the theory of
refined knot invariants is discussed. We present 3 constructions
(conjecturally coinciding) of superpolynomials: via DAHA, com-
pactified Jacobians and L-functions of plane curve singularities,
and provide some super-analogs of p,,— invariants (which is new).
They conjecturally satisfy the Riemann Hypothesis in some sectors
of the parameters. Presumably, they can be interpreted as parti-
tion functions of certain Landau-Ginzburg models, and there is a
remarkable similarity with the Lee-Yang theorem. General per-
spectives of the passage to isolated curve and surface singularities
are discussed, including possible implications in number theory.
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1. MODULAR FORM PERIODS

1.1. Manin, my teacher. In 1965-67, Yuri Ivanovich Manin and
Ernest Borisovich Vinberg delivered special courses at Moscow School
no 2 for senior students. This is when I met Yu.I. With some stretch,
I can say that Manin and Vinberg were my high school teachers and
Vasilii Iskovskikh and Victor Kac were our tutors (teaching assistants
of Yu.l. and E.B).

Our regular relations with Yu.I. began about 1968, when he took me
as his student at Moscow State University. My first assignment was
reading Serre’s “Corps locaux”; I learned Herbrand theory (the higher
ramification), but cannot say the same about French.

Let me omit 50 years and go to 2017, the Arbeitstagung devoted to
his 80th birthday. It was a great meeting! Yu.l. and Ksenia Glebovna
were terrific hosts, many people were around, a perfect view of Rein
from their apartment etc.

Mostly we discussed anything but mathematics, though something
came up: zeta-polynomials, certain combinations of modular form peri-
ods satisfying Riemann Hypothesis, predicted by Manin.

My talk was mostly about DAHA superpolynomials H(q,t, a) for dou-
ble affine Hecke algebras. Superpolynomials have several interpreta-
tions; the major one is via Khovanov-Rozansky triply graded homology.

This direction is in progress. Conjecturally, topological superpoly-
nomials, those from the BPS states (SCFT), DAHA superpolynomials,
motivic ones and L-functions of plane curve singularities coincide (when
these theories overlap). I will focus on the latter three below; this note
is introductory, with very few names and references.

1.2. Modular periods. Let us begin with Manin’s well-known paper
“Periods of parabolic forms and p-adic Hecke series” (1973). Basically,
you consider a parabolic (cusp) form ®(z) of even weight w and cal-
culate its periods ry(®) = [} ®(2)z"dz for 0 < k < w — 2. Then the
ratios of ry for even k or those for odd k are rational numbers, which
can be calculated (Manin’s theorem).

S (1 _ 627rmz>24

For instance, such ® are proportional to A = e?™# > |

for w = 12. Then ro/ry = —%, r3/ry = —%, etc. We note a relation
to the Ramanujan’s 7(n) =0y, mod 691 (1916); Manin reproved it.
The periods are essentially the values Lg(s) of the corresponding L-

function for integer s inside the critical strip. This can be extended to
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Lo(s,x) = > oo x(n)A,n~* for suitable Dirichlet characters x if ® is
an eigenfunction of the Hecke operators T,, with eigenvalues \,,.

The second part of his paper was on the p-adic extrapolations of the
ratios of the periods, which is closely related to the Kubota-Leopoldt
p-adic zeta function and eigenvarieties. Concerning the origins of this
direction, let me mention at least Barry Mazur and Nicholas Katz.

The periods are generally for any paths [0, 00| for v € SL(2,7Z),
but [0,200] is sufficient due to the modularity of ®. However, more
general paths do occur in the Manin’s paper in process of calculations.

The p-adic extrapolations and the Kubota-Leopoldt zeta (1964) are
closely related to the Iwasawa invariants of I'-extensions due to Mazur
and Wiles in full generality. The examples of I'-extensions are some
towers of cyclotomic fields, where we monitor the class numbers. Fol-
lowing Mazur, the [wasawa invariants are parallel to the Alexander poly-
nomials. The covers of the S*\ K for knots K in their theory are similar
to I'-extensions; those of P2 minus the corresponding plane curve sin-
gularity are sufficient for algebraic K due to Libgober and others.

The Alexander polynomials are H(q =t,t,a = —1) for the DAHA
superpolynomials H, and there is a relation to p(q,t), refined quasi-p-
invariants introduced and discussed below (for algebraic knots).

1.3. Using DAHA. The modular periods and DAHA are not really
connected at the moment, but there is a clear common denominator:
the action of SL(2,Z). The main feature of DAHA is that it pro-
vides a universal formalization of Fourier transforms and the action of
(projective) SL(2,Z) in algebra, harmonic analysis and physics.

To be more exact, DAHA serve the theories with the Fourier trans-
form and the Gaussian, where the latter is an eigenfunction of the
former. The classical Fourier transform, its g-counterparts, the Hankel
transform and the Verlinde S, T-operators are basic examples. DAHA
is a universal (flat) deformation of the Heisenberg and Weyl algebras,
so its role in Fourier analysis is not surprising.

Moreover, it appeared that DAHA provides invariants of iterated
torus links. This is not very surprising because the Verlinde algebras
are closely connected with the invariants of links and 3-folds. In DAHA
theory, these algebras become perfect quotients of the polynomial rep-
resentations. Hopefully, DAHA and the theory of modular forms and
L-functions can eventually merge into one, but this will require efforts.
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Number theory already provided some framework for quite a bunch
of similar directions, which is hardly accidental. Let me quote from
the Manin’s paper: ”... any points of contact with concrete number-
theoretical facts, whether old or new, take on especial significance.
They discipline the imagination, and they provide a breathing space
and the opportunity to evaluate the stunning beauty of past discover-
ies.” This is very much applicable now to the relations between number
theory and physics (in both directions).

1.4. Zeta-polynomials. Next, in his “Local zeta factors and geome-
tries under Spec 7' (2014), Yu.l. conjectured that a certain combination
of Le(1), ..., Le(w — 1) is a zeta-polynomial: satisfies the functional
equation s — 1 — s and the Riemann Hypothesis. This was fully con-
firmed for w > 4 by Ken Ono, Larry Rolen and Florian Sprung in their
paper ‘“Zeta-polynomials for modular form periods” (2016).

€ w— j+1 ] .
Let Mg(m) et ZJ.ZOQ (\é—f) %]m for a I'y(N)-modular .

Then their zeta-polynomial Zg(s) is a linear combination of Mg(m) for
m = 0,...,w—2 with the coefficients given in terms of Stirling polyno-
mials of the 1st kind and the Fernando Rodriguez-Villegas transform.
Manin used the latter too. There is a relation of zeta-polynomials to the
Bloch-Kato Conjecture, which is a Galois cohomological interpretation
of the periods, and related advanced number-theoretical problems.

What is important for us is that there is some “canonical” way to
combine the modular periods in a zeta-polynomial, which resembles
very much the theory of Witten-Reshetikhin-Turaev invariants of 3-
folds invariants and their relations to knot invariants. DAHA invariants
are “canonical” combinations of basic coinvariants in a similar way:.

There are various connections of the WRT-invariants with modular
forms. Let us at least mention “Quantum invariants, modular forms,
and lattice points II” (K.Hikami, 2006). A challenge is to connect the
inequalities 0 < k£ < w — 2 with those in Verlinde algebras, more exactly
with the range of Macdonald polynomials in prefect DAHA modules at
roots of unity, but this is fully open at the moment.

2. Basic DAHA THEORY

2.1. Main definitions. DAHA, denoted by 7#, were initially intro-
duced to complete the theory of Knizhnik-Zamolodchikov equations
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and Quantum Many Body Problem. It is a universal flat deformation
of W, the Weyl algebra extended by the Weyl group W; this is for any
reduced root systems. The projective SL(2,7Z) due to Steinberg acts in

—_~—

7. This is actually the braid group Bs; the notation will be SL(2,Z).

For A;, 7 is generated by X*! Y*! T subject to group relations
TXTX =1=TY 'TY LY 'X'YXT? = ¢-/? and the quadratic

one (T — t'/2)(T 4+ t='/2) = 1. The action of the SL(2,7) is:
T Y g i XY, X X, TeT, 7 X—=qiYX, Vs Y, TT,

exactly as for W (there is no ¢ here). The automorphisms 7, the

generators of SL(2,7Z), are the preimages of <(1) 1) and G (1)>, the
standard generators of SL(2,Z). The defining relation of SL(2,Z) is
simple: 7,7 '7, = ¢ = 77 '7.7~', which formally gives that o2 is
central. The element o~! is the (operator) DAHA-Fourier transform.

When t'/2 = 1, T becomes the inversion s of X and Y, and we ar-
rive at W. Upon t = ¢, DAHA is closely related to quantum groups.
The case t = ¢* as ¢ — 1 serves the Harish-Chandra theory and its
k-generalization, called Heckman-Opdam theory (in mathematics), in-
cluding spherical functions and Jack polynomials. Also, ¢ — 0 is the

e~ —

p-adic limit and ¢ — 0 is the Kac-Moody limit. The action of SL(2,Z)
generally collapses in the limits. However it survives in the impor-
tant limit to rational DAHA and Hankel transforms, which is when
X=¢Y=qV¥ t=q¢"and ¢ — 1 (for A)).

—_—

Also, SL(2,7Z) acts in the nonsymmetric Verlinde algebras, which are
perfect representations of 7 when t = g and ¢ is a root of unity (below).

For an arbitrary reduced root system of rank n, 7 is generated by
pairwise commutative X, for A\ € P, pairwise commutative Y\ and T;
for 1 < i < n such that (T; —tY/2)(T; +¢~/2) = 0, where different ¢ can
be generally used for long and short simple roots.

2.2. Polynomial representation. The key property of DAHA is the
PBW theorem: any element H € 7H can be uniquely represented as
H =Y c\wuXoTwY, for A, € P and w € W (the non-affine Weyl
group). Equivalently, there is a faithful action of #{ in the polyno-
mial representation 2 = C[X,]: the one induced from the character
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Yy =t T, tg/z. It is a deformation of the classical Fock repre-
sentation of the corresponding Heisenberg-Weyl algebra. We will need
below the DAHA coinvariant: { H} = 3" ¢yt 0)Flength(w)/2 - which
is H(1)(Xy — t=Y), where H(1) is the action of H € 7 at 1 € 2.

Comments. Technically, the simplest definition of 7 is with T} in-
stead of Y). It is from the T'x C*— equivariant K-theory of affine flag
varieties, one of the interpretations of DAHA. Then Y, are defined as
some products in terms of T; for + > 0 and their commutativity is
some proposition. The construction of Y) via {T;} is essentially due to
Bernstein-Zelevinsky and Lusztig.

Finding explicit defining relations between X, and Y, in the ap-
proach via Y is somewhat involved unless for A,, (and in small ranks).

——~——

Also, the action of SL(2,7Z) is far from obvious from the K-theoretical
viewpoint; the Fourier transform is a challenge in algebraic geometry.
The key property of any Fourier transforms is that they send polyno-
mials to delta-functions, which is not simple to incorporate.

DAHA can be defined via the orbifold fundamental group of the
elliptic configuration space: Wfrb((ﬂﬁ e B | [, (z, ) # 0})/W), where

we use that the roots a are with integer coefficients in terms of the
fundamental weights. Here E is an elliptic curve and W is a non-
affine Weyl group. Then we take the group algebra and impose the
quadratic relations for 7; as above, which are topologically the half-
turns corresponding to simple reflections. This configuration space is
the “big cell” in Bung(FE) for the corresponding simple Lie group G.
The element o becomes basically t}wnsposition of the periods of E.

The existence of the action of SL(2,7Z) is straightforward from this
definition. However, the polynomial representation is far from imme-
diate, which is almost by construction via the K-theory of affine flag
varieties. I used both approaches. The exact connection with affine
flag varieties was clarified somewhat later: Garland-Grojnowski and
Ginzburg-Kapranov-Vasserot (1995).

—_—

The action of SL(2,7Z) can be introduced in other approaches. The
main other ones are (3): via the harmonic analysis (0 becomes the
Fourier transform), (4): elliptic Hall algebras (Schiffmann-Vasserot, ... ),
and (5): in terms of the shuffle algebras. However, some algebraic
verifications (including (4)) are needed and (4,5) are for GLy.
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Given a reduced root system, the nonsymmetric Macdonald polyno-
mials E for A € P generalize the monomials X for the corresponding
Weyl algebra and form a basis of 2°. They are eigenfunctions of Y,
normalized by the conditions Fy = X + (lower terms). The action of

HH in 2 is reasonably explicit. For A;: T — t”%—l—%(s—l),
X = X, Y+ spT, where s(X) = X!, p(X) = ¢"/2X. The divided
differences are very standard in the theory of affine Hecke algebras and

are quite common in related geometry and algebraic combinatorics.

For GL,, the corresponding 7 is generated by Xiil, inl, T}, where
1 <i4,j <nand 1l < k < n —1 for pairwise commutative {X;}
and {Y;}. One has: 7,(Y}) = ¢'2X1Y}, 7 (X)) = ¢"/?V1 X, and
so on. The action of Y; in 2 is via the formula Y, = 7«7, _;... 17,
where m : X — X9, Xo = X3, ..., X,, = ¢ 'X;. These formulas are
quite similar for any Y;. We will use them below when calculating the
DAHA-superpolynomial of trefoil (as an example).

Going back to the modular periods, the evaluation map X — t77,
the DAHA coinvariant, plays a role of integration [;*{-}®dz, E\ replace
2% and the action of 7 corresponds to the change of the integration
path to 7[0,200]. The main deviation is that the action of v plays a
much more significant role for DAHA superpolynomials versus that for
the periods. In contrast to fgoo{-}d)dz, the DAHA coinvariant is not

—_——

stable in any way with respect to the action of SL(2, 7).

When switching to the zeta-polynomials Zg(s), special linear combi-
nations of z¥-momenta must be considered, which resembles our usage
of E/\. Both constructions are “canonical” in a sense; the restriction
0 < k < w — 2 seems somewhat similar to those in Verlinde algebras.

The next topic, DAHA-Verlinde algebras, gives a direct link of DAHA
at roots of unity to number theory. They are some counterparts of Tate
modules, where the covers of elliptic curves are ramified at one point;
the absolute Galois group acts there. The Verlinde algebras are one of
the key ingredients of the Witten-Reshetikhin-Turaev invariants, gener-
alize K of the reduced category in representation theory of quantum
groups at roots of unity, and that of integrable modules of Kac-Moody
algebras (Kazhdan-Lusztig, Finkelberg).

2.3. Refined Verlinde algebras. These algebras are perfect finite-
dimensional quotients of the polynomial representations 2: those
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with the action of SL(2,Z) and invariant non-degenerate quadratic
forms. By construction, they are commutative algebras, but can be
non-semisimple, related to logarithmic CFT in examples. Technically,
we divide 2" by the radical of the evaluation pairing. Such modules
exist either when ¢ is a root of unity or for singular k, where t = ¢*.
In the case of Ay, let ¢ = exp(%),k € 27* and k < N/2. The
map X(z) = ¢* can be naturally extended to an 7#H-homomorphism
C[X*'] — Von_a, the nonsymmetric Verlinde algebras, which is the
space of functions f : {—NEEtl  _kEL Ik CAELC CNZRY 5 € with
pointwise multiplication. The formulas for the action of X,T,Y in 2~
are compatible with this map. These modules are rigid, which readily

gives an action of PSLy(Z) there, and in V', g{v e V|Tv=tzv}.
The indices are the dimensions: dim Voy_4 =2N —4k, N —2k+1 is
dim (Von_4x)%¥™. The operators X, Y, T become unitary in Vo4 if the

“minimal” primitive Nth root ¢ = e~ is taken.

We classified rigid modules for Ay in “On Galois action in rigid DAHA
modules” (2017). They are: () Van_ax as above, (8) non-semisimple
Vonyaw for k € —Z4 such that —N/2 < k < 0, and () Vo for
k= —% —m > —N/2, where m € Z,. There is a similar list for the
little DAHA 7' = (X*2,Y*2.T) C 7. Importantly, families (c, )
have flat g-deformations, where ¢ is arbitrary. The unimodular ¢ such
that arg ¢ < %’r result in the positivity of the invariant form in type
(ar). Such a deformation leads to some relations between V' defined for
different N (similar to those for the Tate modules).

The usual Verlinde algebra is V3?"| of type (a), which is for k=1,
ie. for t = q. Then 7, becomes the T-operator, and ¢ = 7,7~ '7,
becomes the Verlinde S-operator. The reduced characters in Verlinde
algebras are replaced by eigenfunctions of Y in V', the images of the
corresponding Macdonald E-polynomials (symmetric ones for V*¥).

Perfect representations are quotients of the ones obtained from %2~ by
fixing the corresponding central characters, which are of dimension 4 V.
For k = 1, the symmetrizations V*¥™ of the latter are connected with
the category of representations of small quantum group. For instance,
V' is the Grothendieck ring K of the so-called reduced category
for A;. The perfect representations for Z/2 > k # 1 are generally
beyond quantum groups, though the ones of type (3) are connected
with logarithmic conformal field theories and there are other links.
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2.4. The Galois action. The rigidity provides that the absolute Galois
group acts in the modules above (including the usual Verlinde algebras).
We use that elliptic braid group B, generated by X,T,Y subject to the
group relations in the definition of 7 of type A; is a renormalization
of the orbifold fundamental group 7¢°(E /{1, s}), where F is an elliptic
curve, s : * — —x. If F/ and its origin o are defined over some field
Q[¢**] ¢ K C Q, then Gal(Q/K) acts projectively in these modules.

More exactly, setting A = XT, B = XTY, C = T~'Y, the relations
of B, and the action of 7, there become as follows:

A? =1 = C?=¢"?B?, where ABC = A>YT 'Y =YY 'T =T,
. : A= A, B g Y4, C — ¢/*C7'BC,
7+ A ¢"/*ABA™Y, B ¢ V%A, O C.

Thus, the classification of 7H-modules at roots of unity ¢,t becomes
equivalent to the corresponding multiplicative Deligne-Simpson problem
with specific quadratic relations for A, B, C, D = T—!. They can be ar-
bitrary quadratic for DAHA of type CV(} (Sahi, Noumi-Stokman); let
me also mention Oblomkov-Stoica (2009). It is generated by A, B, C, D
satisfying any quadratic relations such that ABC'D = 1, those for the
monodromy of the Heun equation. There are links to SCF'T.

The images of B, in type (a) rigid modules with positive-definite
invariant forms are finite and we obtain finite covers of P! ramified at
0,1,00 and 0 € E(K), where A, B,C, D are the corresponding mon-
odromies. When ¢t = 1, we arrive at unramified covers of F.

The case of the Hermitian invariant forms with one minus is in-
teresting. Then the images of B, are discrete groups. The smallest
non-trivial such V' is for little 7H; its dimension is 3. We obtain then
all Livné lattices in PU(2, 1), which are examples of the Mostow groups.
They occurred in his thesis via a certain branched cover of degree 2 of
the universal elliptic curve.

Also, there is a direct connection with the theory of equilateral tri-
angle groups in PU(2,1); for instance, see “Complex hyperbolic triangle
groups” (R.E. Schwartz, 2002) and “Cone metrics on the sphere and
Livné’s lattices” (Parker, 2006).

We mention here that the (regular) Inverse Galois Problem is based
on rigid triples, which are {a,b, c} generating a group G and satisfying
abc = 1. They are assumed from given conjugacy classes in G and
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the rigidity means essentially the uniqueness of such {a,b,c} up to
(simultaneous) conjugations in G. We need {a, b, ¢, d} here and 4 points
in P!. Also, the so-called linear rigidity (in matrices) based on Katz’
theory of rigid systems is required (M. Dettweiler and others).

Such covers extend the Belyi’s theorem and Grothendieck’s program
of dessins d’enfants to Ej; let us mention Beilinson-Levin (1991). How-
ever, we deal only with very “small” covers: those from DAHA mod-
ules. This is similar to Tate modules, though the ramified counterpart
of T,(E) = @(E/Epn) as n — o0 is not a module over p-adic numbers.

3. KNOT INVARIANTS viA DAHA

3.1. DAHA-Jones polynomials. The definitions above are sufficient
to introduce the refined invariants of torus knots 7T'(r, s). The algebraic
knots are with r;s > 0 and such that ged(r,s) = 1. They can be
represented as T'(r,s) = {z" = y*} N S® for a small sphere S* centered
at 0. The formula for the corresponding DAHA-Jones invariant is:

o) = (o)) (X 1),

where (r,s)" is the 1st column of v € SL(2,Z), 7 is its action in
7, and the Laurent polynomial J(E\)(1) is ¥(E)) € #H applied to
1 € 2. It is not necessary to assume that r,s > 0 in this definition;
the corresponding torus knots will be non-algebraic for rs < 0.

An important theorem is that it is always a ¢, t-polynomial (up to
some fractional power ¢°t*) in spite of the g, ¢-singularities of F and
E\(t7?) in the denominator. The latter is given by the nonsymmetric
evaluation formula in the DAHA theory. At roots of unity g, %
are generally singular for A\ beyond the perfect representations; however
Jﬁ:s(q, t) are well-defined for any .

The usage of the symmetric Macdonald polynomial Py for dominant A
is sufficient here. Namely, F\ can be replaced by its t-symmetrization
(applying the t-symmetrizer), which results in Py. The latter become
the Weyl characters when ¢ = ¢; they do not depend on ¢ in this case.
In the uncolored A,-case, the usage of E,, = X, is the key to connect
J’t(q,t) with the Shuffle Conjecture (a theorem now due to Carlsson-
Mellit). We will omit A\ = w; below for uncolored invariants.

The colored Jones polynomials for T'(r, s) are obtained by this formula
when g = t for Ay; the weights are mw; in this case. To be more exact,
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this identification is up to some factor ¢°¢*; both theories come with
their own normalization (framing).

The last step is the A,-stabilization of Jp-(q,t) for K = T(r,s). For

any P € ¢“t"Clg, t] for rational u,v, let P° def ¢*t*P € 1+ qC[[q, t]] +

tC[[g, t]]. If P also depends on a*! (in the next paragraphs), then P° def
¢*1*a*P € 1+ ¢Cllq, ]] + (Cllq, ]] + aCllg*!, t41]].

For the a-stabilization, A = >_"" | m,w; are considered as Young dia-
grams (partitions of [A|); m; is the number of columns with ¢ boxes.

The claim is that there exists a unique polynomial Hg(q,t,a) in
terms of ¢,t,a such that Jp(q,t)° = Hx(q,t,a = —t"*1) for Jp con-
structed for the root system A,, where K = T(r,s) Automatically,
Hri(q,t,a)° = Hg(g,t,a) C Clg,t*!, a]. This construction was ex-
tended to any colored iterated torus links (I.Ch. and Danilenko).

The starting point of this theory was due to Aganagic-Shakirov
(2011) and the author (2011). Concerning the related physics, let me
mention at least the paper by Gukov, Igbal, Kozcaz and Vafa (2010).
The stabilization of Jy for A, is based on a DAHA theorem due to
Schiffmann-Vasserot (2012). Let me also mention Gorsky-Negut, con-
cerning the proof of the DAHA-superduality for torus knots.

3.2. The case of trefoil. Let us calculate Hs o for uncolored trefoil;

we begin with A;. As above, {H} défH(l)(XHt‘”), where t7° = ™2

for A;. By ~, we mean “up to ¢°t*”. One has:
Ja2 = {7 72 (X)} ~ {(XY)(XY) X (1)} ~{Y (X?)}
= t_%q_1X2 — 2 + t_%‘xz._)t—l ~ 1+ qt — qt*.

When ¢ = ¢, we obtain the Jones polynomial: J35(q + t)° = 1+t*—1t3.
We use that By = X: Y(X) = (qt)"2X. Using the formula for v,
for A, above and the action of 74 on X7i,Y7, we obtain that 3o =
1+ gt — gt"™, which gives that Hzs = 1+ ¢t + aq for a = —t"*1
The relations Hzo(ar> —t) = 1 and Hzs(a— —t?) = 1+ gt — qt? are
sufficient to fix it uniquely if it is known that deg,H = 1. Generally,
degaH}, = |A|(Min(r, s)—1). A remarkable simplicity of Hs, is fully
clarified in the approach via motivic superpolynomials (below).

A similar manipulation works for T'(2p 4+ 1,2) for p = 0,1,2,....
One obtains: Hopr1o = 14+ qt + P>+ -+ ¢Pt? +ag(l + gt + -+ +
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(qt)P~1). These knots are the simplest, including direct calculations
with Khovanov-Rozansky polynomials. The formula becomes signifi-
cantly more involved with colors. Let A = mw; = m---0 (m boxes)
form=1,2,.... Then:

A (Q7 q)m m—k
- 1
Hope = g2
m—k m(m+1) k(k+1) m—k
@) (@™ —q = )/)™)""
(6 k(= Qmk(—a/t Qi (L — ¢**1)
(@ D) (@t D (@ Do
where (a;q), = (1 —a)---(1 —ag"'). This formula was proposed by

Dunin-Barkowski-Mironov-Morozov-Sleptsov-Smirnov (2011-12), and, in-
dependently, by Fuji-Gukov-Sulkowsky (2012). A somewhat different

mk h ((qq’qq))n; EQ';/ ’q)kk (only for trefoil). The
) ) m—

justifications were obtained via DAHA, i.e. for the DAHA superpoly-
nomials. The Habiro’s formula (2000) is for p = 1,a = —t*,t = q.

Y

formula is H3, =", q

Let us mention here “Torus knots and quantum modular forms” de-
voted to color Jones polynomials for T'(2p + 1,2) (K.Hikami-Lovejoy,
2014), and the Kontsevich-Zagier series from “Vassiliev invariants and
a strange identity related to the Dedekind eta-function” (Zagier, 2001).
Presumably, our refined formulas above can be used in a similar way.
See also Example 5 from “Quantum modular forms” (Zagier, 2010).

3.3. Iterated knots. For any sequence 71,7s,...,7 € SL(2,7Z), we
set Jp = ( ©Ye-1 <%(%)(1))(1) : ~>(t‘p). The knot K here is

the corresponding torus iterated knot; see an example below.

This is somewhat similar to Manin’s work “Iterated integrals of mod-
ular forms and noncommutative modular symbols” (2005). Basically, fooo
is replaced by qu for rational p, ¢ in this paper and multiple zeta values
occur. When the coinvariant is replaced by the corresponding integral
formula (a DAHA theorem), the similarity becomes less speculative.

For instance, one obtains for K = Cab(53,2)Cab(13,2)Cab(2, 3):
N (3 = 2 x 2 %\, Ex(X)
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where the y-matrices act via their lifts to Aut(#), | H e g (1),

{H}2 H(1)(¢t7*) is the coinvariant, and E) is the E-polynomial for

dominant A. Basically, Cab(a,b)K is T'(a,b) at the boundary of the

solid torus around a given knot K for the standard framing.
Generally, given a sequence (Zl Zz Zi ) of the 1st columns of

X I

3 2 2

2 1 1

ing cable is - - - Cab(asz, r3)Cab(as, m9)Cab(ay, 1) for ay =s1, ag=r1s179+

So, a3z = agrars + s3 and so on. Technically, Cab(ay,m1) = T(ry,s1),

which can be changed to Cab(r1, a;) due to the isotopy (only for (a,r)).
Generally, deg,(H*) = |\|(mult — 1) for the multiplicity of the cor-

responding singularity; here mult = Min(ry,s1) - 719 73 .

Y1,7V2, Y3, - - -, which is < in the example above, the correspond-

3.4. Superduality and RH. The superduality is associated with the
transformation ¢ < t for type-A stable Macdonald polynomials; in
physics, it is related to the S-duality in SCFT via the BPS states and
the CPT symmetry. We note that it is difficult to interpret for the
Khovanov-Rozansky triply-graded homology. Generally, arbitrary col-
ors and links are significantly simpler to manage via DAHA (for iter-
ated torus links) than in the categorification theory. Also, DAHA-Jones
polynomials are defined for any reduced root systems and CVC,. Some
a-stabilization is expected for B, C, D.

The superduality was suggested by Gukov-Stosic and the author. It
was justified using some DAHA facts by Gorsky-Negut (torus knots)
and Cherednik-Danilenko. It is as follows in terms of the standard
DAHA parameters: Hy(q,t,a) = q't'?—[?(/(%,%,a), were by ¢°t* we
mean “up to some power of ¢,t”; )\ is the transposition of \.

Many formulas and properties of superpolynomials were obtained
and conjectured by physicists. Their works are mostly experimental,
though the BPS states can be defined rigorously.

We note here that there are some restrictions when comparing DAHA
‘H with motivic ones below. Motivic superpolynomials are by now for al-
gebraic knots and the colors are “columns” by now. This is the same for
the flagged L-functions (below), which are conjectured to coincide with
superpolynomials. The latter provide a simple proof of superduality.

The a-stabilization of J*(q,t) for ¢ = t corresponds to that in the
theory of HOMFLY-PT polynomials, HOM (t,a). The quantum group
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invariants for A, are essentially HOM (t,a = t"*1). This stabilization
is connected with the Deligne category Rep(GL(t)).

HOMEFLY-PT polynomials. The definition of HOM (¢, a; A) is especially
simple in the uncolored case, which is for A = 0 (i.e. for A = w; for
A,,). The following skein relation is sufficient to define them:

a2 HOM (50 — a2 HOM (*R) = (t/2 —t=Y/2)HOM (11), HOM (O) = 1.

Given X\ (type A), HOM3-(t,a;\)=H%(q = t,t,a> —a) for iterated
torus links K under the normalization P° 2% g*t*a*P € 1+ qCllg, t]] +
tC[[g,t]] + aCl[[g*!,t*!,a]]. This is due to Cherednik (torus knots),
Morton-Samuelson (iterated torus knots), and Cherednik-Danilenko
(iterated torus links). Algebraic links are torus iterated links, but the
latter constitute a significantly larger class.

In the case of the uncolored trefoil K = T(3,2) (when A\ = wy):
HOM =a(t+t' —a), HOM°=1 +t*> — ta; recall that H=1+ ¢t + qa.
The Alexander polynomials Al(q) are generally HOM (t,a=1) for knots;
in particular, Al=t"! —14¢t, Al°=1 —t + 2 for trefoil.

The superduality becomes t2 — —t’%, az — a’%; it obviously pre-
serves HOM due to the skein relations above (in the uncolored case).
Generally, the Young diagram A\ goes to its transpose. This holds for
Al too, but the (quantum group) A,-invariants, which are basically
HOM(t,a = t"™1; ), do not have such a symmetry under ¢t — ¢~1.
Here and in DAHA-Jones polynomials, we need to “separate” a.

RH for superpolynomials. After our talks with Yu.l. in 2017, I focused

on RH for DAHA superpolynomials. Let H(q,t,a) def H(qt,t,a), ie.

we switch to gnew = ¢/t, which is fixed under the superduality. Then
H(q,1/(qt),a) = ¢*t*H(q,t,a) and the qualitative RH is that |{| =
1/4/q for the t-zeros & of H(q,t,a) for for sufficiently small q.

Such “weak” RH is not too difficult to verify for (uncolored) motivic
superpolynomials, conjecturally coinciding with DAHA ones. A strong
version for a = 0 is that RH holds for 0 < ¢ < 1/2 for any uncol-
ored algebraic knots. Arbitrary ¢ > 0 can be taken for T'(2p + 1,2):

H(q,t,a=0) = %. However, this holds only for them. For torus
knots, the value ¢ = 1 is exceptional: H(q = 1,¢,a = 0) becomes a
product of cyclotomic polynomials due to the Shuffle Conjecture (now
a theorem). However, we need the lower bound for all ¢ where RH does

not hold, which is smaller than 1 for sufficiently large torus knots.
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Numerically, this bound tends to 1 for Cab(13 + 2m, 2)Cab(2,3) as
m — oo. They are algebraic knots corresponding to the singularity
rings R = CJ[[z% 20+ 27"?"]] (see below). Interestingly, this bound
can become greater (better) for multiple cables or if the cables begin
with torus knots different from 7°(3,2). For instance, it is somewhat
better for Cab(53,2)Cab(13,2)Cab(2,3) versus Cab(13,2)Cab(2,3); nu-
merically, 0.6816 versus 0.6686 for a = 0.

This is from my paper “Riemann hypothesis for DAHA superpolynomi-
als and plane curve singularities” (2018). RH can be stated for algebraic
links too; there can be exceptional non-RH zeros, but their number de-
pends on the number of connected components. Colors can be added
too (see the paper). Generally, RH does not hold for non-algebraic
knots/links; it seems a really algebraic phenomenon.

The substitution ¢ — ¢t in the passage from H to H in RH is a
convenient technicality: we replace the DAHA duality ¢ <> ¢! by
g+ q,t — 1/(qt). However this is not accidental. The supersymmetry
of H was connected in the “RH paper” with the Hasse-Weil symmetry
t — 1/(qt) for plane curve singularities (below). Some program toward
Riemann’s zeta and the Dirichlet L-functions was outlined there. It is
on its way, at least for the lens spaces.

4. PLANE CURVE SINGULARITIES

The (uncolored) Alexander polynomials of algebraic knots can be
described in a very explicit way via the corresponding plane curve sin-
gularities. Let us provide the necessary definitions.

Algebraic links are defined as intersections of singularities at (0,0) €
C? with small S C C? centered at (0,0); they are algebraic knots for
irreducible (unibranch) singularities. For such knots, the corresponding
(local) singularity rings can be considered inside C[[z]], where z is the
uniformizing parameter. By definition, irreducible plane curve singular-
ities are those for any local rings R C C[[z]] with 2 generators and the
localization C((2)). They are all Gorenstein (see below).

The simplest topological invariants of a singularity are its multiplic-
ity dim C[[z]]/C[[z]]m for the maximal ideal m C R, and the arithmetic
genus 0 =dim C[[z]]/R, the Serre number.

The rings R = Cllx =2",y=2*]] for r, s € N such that ged(r,s)=1
correspond to quasi-homogeneous singularities z° = y" and torus knots



ZETA-POLYNOMIALS, SUPERPOLYNOMIALS 17
T(r,s). The multiplicity is Min(r,s) and § = =62 which s ac-
tually due to Sylvester (the Frobenius coin problem). The simplest
“non-torus” plane curve singularity is for R = C[[z%, 26+ 27]].

The families R = C|[[z", 257™"]] for m € Z, and similar ones for other
R are natural to consider. This is related to the theory of Drinfeld-
Vléduts bound (1983) and the paper by Manin-V1éduts “Linear codes
and modular curves” (1985). There is parallel to I'-extensions in the
Iwasawa theory if Puiseux theory is used to interpret these families as
towers of extensions of C[[x,y]]. Generalizing J, a counterpart of the
class number, we try to obtain superpolynomials for the whole family,
which is connected with Rosso-Jones iteration formulas for knots.

Due to Mazur, the I'-extensions are counterparts of abelian cover-
ings of S3 ramified at links K in the theory of Alexander polynomials.
For algebraic K, coverings of C? ramified at the corresponding singu-
larity are sufficient to consider (Libgober and others). The valuation
semigroups are very suitable here.

4.1. Valuation semigroups. The following definition is one of the

key in the theory: I 2 {v.(f),feRCO def C[[#]]}, where v, is the

valuation, the order of z. This is a semigroup. It gives the topological
type of the corresponding algebraic knot (considered up to isotopy),
which is due to Zariski and others. One has: § = |Z, \ I'|.

The Alexander polynomial, its normalization Al° to be precise, is
(1 —1t)>,cpt” for any R C O. For instance, it is (1 — ¢)(:5 — t) =
1 — ¢+ t? for trefoil T'(3,2). We note that the theory of topological
equivalence of algebraic links is known too, but it is significantly more
ramified; splice diagrams are generally needed.

For Cab(53,2)Cab(13,2)Cab(3,2) above (note the change (2,3) —
(3,2)), the ring is R =C[[z= 2%, y=2'242'4+2'%]]. The Newton’s pairs
are generally {ri,s1},{re,s2}, -+, and the Puiseux-type equation is
Yy = x% <1+clxﬁ (1—1—0235""1*3?3 (v )) for generic ¢;. We assume that
r1 < s1; this can be always imposed in the corresponding cable.

The arithmetic genus is 0 = 42, and the valuation semigroup I' =
(8,12,26,53). Generally, I' = (rirors, ayrars, asrs, ag) and so on for
the cable parameters (a;,7;) above (here ry < s; is used).

The passage from C to finite fields F, for ¢ = p* is sufficiently

straightforward; we will need it below. A prime number p is called
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a prime of good reduction if I' remains unchanged over [F,. Namely, we
begin with R over C, define it over Z, which is doable within a given
topological type, and then consider R ®z IF,.

All primes p are good for quasi-homogeneous rings Cl[[z=2",y=1"]]
(for torus knots). Presumably, there are no prime p of bad reduction
within a given topological type for any plane curve singularity.

For instance, consider R = Z[[z = t*,y = t5+¢7]]. One has: T =
{0,4,6,8,10,13,14,16,17,18,...} and 6 = 8. This R has one prime of
bad reduction, which is p = 2. Indeed, v, (y? — 2*) = 14 in Fy, which is
13 for p # 2. However, this singularity is in the same isotopy class as
the one for Z[[t* 4 t°,5]], where bad p becomes 3. We conclude that
the corresponding algebraic knot, which is Cab(13,2)Cab(2, 3), has no
primes of bad reduction.

4.2. Compactified Jacobians. Let R ¢ O 2 F[[2]] be the ring of an
irreducible plane curve singularity over any field F. The corresponding
flagged compactified Jacobian [, considered as a set of F-points by
now, is formed by standard flags M = MyCM,C---CM, C O=F|[7]]
of R-submodules M; of O such that (a) My > ¢ = 14 2(-) (where
() € O), (b) dim Mz/lelzl and MZ = M’i*l @C,Zgl(l + Z(')), and
(c) (important) g; < gi+1, where i > 1. We will call them ¢-flags.
When ¢ = 0 (0-flags), there is only one condition: O D M 3 ¢ =

1+ 2(+). Equivalently, A(M) > 0, where A(M) aef {v.(v) |v e M}.

Generally, A(M) are I'-modules for any R-modules M, ie. '+ A C
A. Standard A are those in Z, containing 0 and, therefore, containing
the whole I'. Thus, standard M are those with standard A(M).

For quasi-homogeneous singularities R = F[[z = 2",y = z°]], where
ged(r,;s) = 1, r,s > 1, all standard I'-modules A come from some
standard M. However, this holds only for such R. For instance, for
F[[2*, 2% + 27]], two from 25 such A are not in the form A(M) for any
standard M, which phenomenon is due to Piontkowski.

Let us supply Jy with a structure of a projective variety. Generally,
it is a scheme (we will reduce it). The main steps are as follows.

First, any standard M contains the ideal (22%) = 220. Indeed, the
latter is the conductor of R for any Gorenstein R, the greatest ideal in
O that belongs to R. Using this, ¢ = 1+ 2(-) € M (it is standard)
implies that ¢ - (2%) = (%) C M.
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Second, let dev(M) Lot 5 — dim(O/R) (its deviation from R); this
is for any R-modules in O. Then dev(M) > 0 for standard M and it
is 0 if and only if M = ¢R for some ¢ as above. The latter modules
are called invertible. They form the generalized Jacobian variety of this
singularity. Third (the key), 24" M > (2%9) for standard M due to
Pfister-Steenbrink. Equivalently, dev(M) + A(M) D 20 + Z,.

Finally, consider the map M + M’ = 2% M. Then dev(M') =
dev(M) — dev(M) = 0. It establishes an identification of standard M
with R-modules (22°) € M’ C O such that dev(M’) = 0. The inverse
map is M’ — z7¢M’' for d = Min{v.(m) | m € M'}. Then {M'} is
an algebraic subvariety of the Grassmannian of the subspaces of the
middle dimension in O/(2%) , i.e. it is a projective variety. This is the
compactified Jacobian. The spaces [J, are natural fiber spaces over 7.

Isotopy. For torus knots, the relations are: T'(r,s), T(s,r) and
T(—s,—r) are isotopic, T'(1,s) is unknot, and 7'(—s,r) is the mirror
image of T'(s, 7). The corresponding identities for 'H;\?S are some DAHA
facts. The symmetry H;', = M2, can be a challenge for other algebraic
interpretations and modifications of HOMFLY-PT polynomials.

The topological invariance of the DAHA superpolynomials H7 was
proven for any iterated torus links K, which follows from some prop-
erties of the DAHA coinvariant, not too difficult. Iterated torus links
form a small class. Their isotopy invariance is well-known, though the
case of iterated torus links is somewhat ramified.

4.3. Motivic superpolynomials. Let the field F above be [F,. Given
R C O over [y, its motivic superpolynomial is defined as follows:
%mOtd:efz{MocmcMe}eje(F) tAim(O/Me) gt for (-flags M C O, where ¢ > 0.

It can be presented in terms of rk, (M) et dimg, M /mM for the max-
imal ideal m of R: H™t = >, t4mO/MI (1 4 qq) - - - (1 + agrM)—1),
where the summation is over all standard M C O.

This is from “DAHA and plane curve singularities” (Cherednik-Philipp,
2017); the latter presentation is a combination of Proposition 2.3 in this
paper and the g-binomial theorem.

We conjectured there that H™ = H, i.e. the motivic one for R
coincides with the uncolored DAHA superpolynomial Hg(a,q,t) for
the knots K associated with the singularity for R. The definition of
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H™ and this conjecture were extended later (with Philipp) to torsion
free sheaves of any ranks over irreducible plane curve singularities. This
includes the (conjectural) claims that H™°" polynomially depends on ¢
and that it is a topological invariant.

We note that the motivic construction is faster than the DAHA one
for T'(r,s). However, the later is faster for cables and works with any
colors and for other root systems. Also, motivic superpolynomials are
significantly faster to calculate than flagged L-functions (below).

Affine Springer fibers. Our J, can be interpreted as a (parahoric)
affine Springer fiber X, for GL,, or GL,,, where n and m are the top
z-degree and y-degree in the equation of the corresponding plane curve
singularity. Generally, AFS are due to Kazhdan-Lusztig (1988). Their
description entirely in terms of R is a remarkable feature of type A.
Using GL, or GL,,, the corresponding AFS coincide, which is not
immediate from their definition (below). The standard modules M
and Jp depend only on R by definition.

For semisimple Lie algebra g and any field FF, let g[[z]] = g ®r F[[z]]
and g((x)) = g®r F((x)). Accordingly, we define G[[z]] and G((x)) for

simply-connected G with Lie(G) = g.

Given v € gllz]], X, == {g € G((2))/G[2] | 979 € oll=]]},
where we assume that the centralizer of v in G((x)) is anisotropic (the
nil-elliptic case). Then X, = 7, in type A, where the singularity is
P(z,y) = 0 for the characteristic polynomial P(z,y) =det (1y — 7).
For instance, e(X,) = e(Jo) = H™"(¢=1,t=1,a=0) (conjecturally)
for the Euler characteristic e(-). The corresponding p-adic orbital in-
tegral is H"™'(¢q,t=1,a=0), where F =TF,,.

Also, our compactified Jacobians occur as Jacobian factors if projec-
tive rational singular curves are considered, which is related to Hitchin
fibers. Generally, they are formed by families of subtori 7 C G with
fixed characteristic polynomials in the group schemes corresponding to
factorizable Lie algebras & (Cherednik, 1983).

Such & are schemes of Lie algebras over smooth projective E with g
as the generic fiber. They are vector bundles but can have degenerate
fibers as Lie algebras. The factorization conditions are H°(F,®) =
{0} = H'Y(E,®) for Cech cohomology. Such & are in 1-1 correspon-
dence with not necessarily unitary classical r-matrices r(u,v) € g%
those satisfying the identity [r'?, 7 + r?] = [r!3 r3%] where 7% is
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7(u;, uj) taking values in the components 4, j of g®2, u; are near 0. We
assume that r — Q/(u — v) is regular for the “permutation” 2 € g®2.
The link to AFS is basically as follows. We start with a subscheme
T C G, which is a maximal subtorus at the generic point of E. Since
HY(E,G) = {0}, any cocycle ¢ in the generalized Jacobian H'(E,T)
becomes the boundary {qﬁiqS;l} for an open cover E = U;U; and ¢; €
HO(U;,G). We obtain Ty = ¢; 'T¢; C G with the same characteristic
polynomial as 7. Then consider 7 = G,,(C') for rational projective C
over £ = P! with one singularity and perform the compactification.

Let us mention that the connection between the dimensions of cells of
Jo and the deviations (much simpler to find) was observed by Lusztig-
Smelt (1995) for R = F[[2", 2°]], a preimage of our superduality.

The coincidence H™ = H is checked reasonably well (mostly nu-
merically), including the cases when the Piontkowski cells (2007) are
not all affine spaces AY. These cells are defined as follows.

Let A(M) = {A(M,)}. We call X ={AgC---C A, C Z,} standard
if Ag contams I, A = AZ 1U{gi} and_g < gl+1 forl1 <¢ </ leen a

standardA jg_> —{MEJMA( A} ThenJg—UJg( ),

where the union is disjoint. Some [J;(A) can be empty; actually, this
is always the case unless for quasi-homogeneous singularities z* = y".
Generally, they are conjectured to be certain configurations of affine
spaces: some their unions in proper A" with nonzero intersections,
which can be disconnected and non-equidimensional in examples.

If all (nonempty) cells of J; are affine spaces, which holds for torus
knots and some other exceptional families, then we readily obtain
that the coefficient of ¢' in H™(¢q,t = 1,a = 0) is the Betti number
bai =1k Ho;(Jp). For instance, H"" (¢ = 1,t = 1,a = 0) is the Euler
number e(Jy). The latter is the rational Catalan number ﬁ(”s) for
R =TF[[2", 2°]] (Beauville). This is the number of standard A for such
R, which is provided by classical combinatorics of Dyck paths.

One can replace here H™°! by H. We conjectured with Ivan Danilenko
that the relation to Betti numbers of 7, always holds for H. More ge-
nerally, the conjecture was that the geometric superpolynomials defined
in terms of Borel-Moore homology of J, coincide with the DAHA ones.

4.4. Some examples. Let us consider Jg for R = F[[z%, 26 + 27]] with
K = Cab(13,2)Cab(2, 3) discussed above. All cells are affine spaces and
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we show only dim =dim Jy(A) in the table below for the corresponding

sets of gaps D 2 A \ I' for standard A. One has dev(D) = |D| and
dim O/M = § — | D|, which gives the power of t. Two standard A from
25 have no standard M, namely for D = [2,15] and D = [2,11,15].
The table of D and the corresponding dimensions of the cells Jp(A) is:

D-sets dim || D-sets dim
(] 8 1,3,5,7,9,11,15 2
15 7 2,7,11,15 6
11,15 6 2,9,15 7
7,11,15 6 2,9,11,15 6
9,15 7 2,7,9,11,15 5
9,11,15 5 2,3,7,9,11,15 4
7,9,11,15 4 2,5,9,11,15 5
3,7,9,11,15 4 2,5,7,9,11,15 3
5,9,11,15 5 2,3,5,7,9,11,15 1
5,7,9,11,15 3 1,2,5,7,9,11,15 3
3,5,7,9,11,15 | 2 1,2,3,5,7,9,11,15 | 0
1,5,79,11,15 | 4 2,15 and 2,9,15 | 0

The whole (uncolored) superpolynomial is: Hg(q,t,a) = 1+ qt +
PP+ P+ ) + P+ 2+ 1) + (202 + 8+ 1) + (28 + 1+ 10) +
PR+ )+ (P + 0+ 1) +alqg+ P (1+1) + B (1+2t+%) +¢* (3t +
200 4+13) + P (t+ 482+ 2683 + 1) + O (P + 483 + 261 +4°) + ¢ (3 + 3t + 265 +
)+ @B+t +17)) +a? (P + ¢ (1+1t) + P (142t +12) +¢O (2t + 26 +
£3) + q7 (262 + 263 + ) + S (8B + 11 +19)) + a®(¢® + q7t + ¢°12).

For instance, there are 3 cells of dimensions 7 in Jy (for a = 0).
Namely, those with D = [15],[9,15],[2,9,15] and t7,t5,#>. Generally,
the number of cells of dim= ¢ — 1 is the multiplicity of singularity; it
equals the coefficient of t for g=1,a=0 due to the superduality, which
is for Z \ A = {1}, {2}, {3} in this example. Only {1} from them has
dim = 1, which is for qt; its reflection is D = [2§ — 1] for (qt)°~".

In the case of K = Cab(53,2)Cab(13,2)Cab(2,3) and the ring R =
F[[28, 212 + 21 4 219]] discussed above, one has: H(q,t =1,a=0) =
q*2 + Tg* 4 24¢* 4 5643 + 104¢°8 + 166¢°7 + 2366 + 306¢3° + 37043 +
424433 4+ 465¢%2 + 492¢3" + 507¢%0 + 510¢%° + 504¢® + 488¢>7 + 466420 +
437¢% + 406¢%* + 370¢3 + 335¢%2 + 298¢%' + 264¢%° + 2304 + 199¢'® +
1687 + 143¢'6 4 118¢" + 97¢' + 78¢™ + 63¢'? + 48¢' + 38¢'0 + 28¢° +
21¢% +15¢" + 11¢° + 7¢° + 5¢* + 3¢3 +2¢*> + ¢ + 1.
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Here 6 = 42, which corresponds to ¢** (invertible modules). The
coefficients of ¢’ are the Betty number by; (the odd ones vanish), and
the Euler number e(Jy) is 8512 (which is for a=0,t=1,¢=1).

The simplest H™" is for trefoil T(3,2). Its singularity ring is R =
F,[[2?, 2%]] with T' = Z, \ {1}. There are no primes of bad reduction
for this and any torus knots. The standard modules are M) = (1 + \z)
(invertible ones) of dimO/M = 1 and M = O, where there are 2
generators (dim=0). The standard flags for ¢ = 1 are {My = M, C
M, = O}; the dimension is dim O/M; = 0 for them. Thus H™" =
1 (for O) + gt (counting invertible modules) + aq (counting flags). This
calculation is almost equally simple for T'(2p+1, 2).

5. ZETAS FOR SINGULARITIES

5.1. Galkin’s zeta. V.M. Galkin studied in 1973 zeta- and L-functions
for Gorenstein rings in dimension one. Plane curve singularities are an
important particular case. We will consider the unibranch case: for
R C O =TF,[[z]] with 2 generators and the localization F,((z)). Recall
that 6 =dimy, O/R = [Z; \T|.

The admissible flags of ideals in R are M= {MyCM,C---CM,CR}
such that {z7™M; C O} for my = Min(v,(M,)) are standard flags in
O as in Section 4.2. The flagged zeta function is:

M M

where the summation is over all admissible flags J\_/[> C R and over all
ideals M C R in the 2nd formula; dim=dimg,, 7k (M) = dim M/mM.

The flagged L-function is then L(q,t, a)g(l —t)Z(q,t,a); it is a
polynomial in terms of ¢,a, and t°L(q,t,a) is invariant under t
1/(qt), which is the functional equation. In contrast to the smooth case,
the Riemann Hypothesis generally fails.

The definition of the Galkin zeta, which is Z(q,t,a) for a = 0 (no
flags), is sufficiently standard: a Dirichlet series. The functional equa-
tion for L is actually surprising because generally there is no Poincaré
duality for singular varieties (unless intersection cohomology is used
or so). Stohr found a short entirely combinatorial proof of this fact,
a significant simplification of that due the John Tate’s thesis. Tate’s
p-adic proof works well for curve singularities.



24 IVAN CHEREDNIK

The key here is the following property of I', which is actually the
defining property of Gorenstein rings: the map g — ¢ = 26—1—¢g
identifies {g € Z; \ I'} (the set of “gaps”) with {¢’ € '\ {20 + Z,}}.
For instance, the last gap, which is 26 — 1, maps to ¢’ = 0.

Let H™ (g, t, a) 2L Hmot (gt, ¢, a) for motivic H™* above: we switch

t0 Gnew = q/t as we did for H(q,t,a). Then, conjecturally:
H"""(q,t,a)=L(q,t,a) for any plane curve rings R C O,
H"(q,t,a= —1/q) = Lymepi(q, t) for Gorenstein R C O.

The latter is the Zdfiga zeta function: for a = 0 and when the
summation is only over principle M C R. Tt is indeed L(q,t,a= —1/q);
see the alternative formula for flagged L provided above.

When ¢ — 1 (for the “field” with 1 element): Znep = ZVEF t¥ and
Lonept = (1 — t) Zpnepr is the Alexander polynomial Al°(t). Namely,

6
lim Lpemept = (1= ) (D 19) + % for {g;} =T'\ (20 + Z.,).

1
1 i=1

We obtain that (Lpmept — ) /(1 —¢) becomes § when ¢ — 1 and ¢ = 1.

The conjectural coincidence of H(q,t,a) (DAHA), H™(q,t,a) and
L(q,t,a) identifies the superduality for the former with the functional
equation for the later. The conjectural RH-bound for H(q,t,a=0) is
q < 1/2, i.e. far from “arithmetic” ¢ = p™ for L(q,t,0).

The coincidence H™(q,t,a) and L(q,t,a) is simple for t = 1 (for
any rings R C_> O, not only C_}grenstein ones)._)Indeed, any admiisible
flag of ideals M’ C R is 2™ M for standard M C O, where m/, M are

uniquely determined by ]\_/_f> " Vice versa, given a standard flag ]\_4> , let:
—

{m|2"M CR}={0<my <mg <+ <my <20}U{20+7Z;}
for some k = kj and {m;}. The contribution of 2" © R for such m
to L(q,t,a) = (1 —t)Z(q,t,a) is_(>1 — t)tm=dev(Me) - Recall: dev(M) =
§ —dim O/M. Thus, all such ™M contribute (1 — ¢)t=% (fol tmi +
/(1 —t)). This will be 1 for ¢ — 1 (and any g). We obtain that
Lg,t =1,a) = Y20 | Tu(F,) |al, which is H™(q,t = 1,a).

5.2. Hilbert schemes. For a rational projective curve C' C P2, the
following identity is a natural object for physicists and mathematicians
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(Gopakumar-Vafa and Pandharipande-Thomas): >~ g e(CM) =

> o<ics e (D) () "7 for the Euler numbers of Hilbert schemes Ol

of ideals at some points (zero-cycles) of C of the (total) colength n.
Here § is the arithmetic genus of C, n¢ (i) are some numbers. The
passage from a series to a polynomial is far from obvious (even in this
relatively simple case). It is much more subtle to prove that ng(i) €Z
(Gottsche and then Shende for all 7); the usage of versal deformations
of singularities appeared necessary in the Shende’s proof.

Switching to local rings R of singularities, the following conjecture is
for nested Hilbert schemes Hilb'<*™! formed by pairs of ideals mI’ C
I CI'"CR of colengths [, [4+m for the maximal ideal m C R. One needs
the weight t-polynomial to(Hilb!'=!*™]) defined for the weight filtration
of Hilb!=*™ due to Serre and Deligne. The Oblomkov-Rasmussen-
Shende conjecture (2012) states that

Z q2l a?m th m(Hilb[lﬁl-i-m])

[,m>0

is proportional to the Poincaré series of the HOMFLY-PT triply graded
homology of the corresponding link. The connection with the perverse
filtration of J; is due to Maulik-Yun and Migliorini-Shende. The ORS
series is a geometric variant of Z(q,t, a).

The ORS-conjecture adds ¢ to the formula we began with and the
Oblomkov-Shende conjecture, extended by colors A and proved by Maulik.
The Cherednik-Danilenko conjecture was that the uncolored #(q,t,a)
is proportional to the corresponding reduced KhR-polynomial. The
passage from KhR-series to polynomials is an important step. This is
manifest for the DAHA and motivic superpolynomials. Though it is a
conjecture that the motivic ones depend on ¢ polynomially.

5.3. Quasi-rho-invariants. The p,,— invariant is the von Neumann
invariant defined for the abelianization representation m(S*\ K) — Z.
We will define a superpolynomial for a certain integer variant of p,;, for
algebraic knots K. The superduality ¢°t*’Hg(q, %,a) = Hg(q,t,a)
and the connection conjecture for a — —1/q will be used. We set:

Ric(g.t,a) == (Hg(q.t,a) — t'Hy (g, t=1,0)) /(1 — qt)(1 — 1)),
pK(q,t) def Ri(q,t,a=—1/q), where Hg(q,t,a=—1/q) = Q.



26 IVAN CHEREDNIK

Switching to Lyrnept, prc(q, t) is a sum of monic ¢*t? (of multiplicity one);
see the next section for the exact formula. The superduality becomes
1P 2Ry (q, %, a) = Ri(q,t,a). The same symmetry holds for pg.

Let us express pg(1,1) = pg(qg=1,t =1) in terms of I' = v,(R).
Let G <L 7, \T'=7,NnS for S =UZ,[g; g, +1], a disjoint union
of segments, where ¢; < g/ € G # ¢, + 1. Then 6 = > m; for
m; < gi—g; + 1. This is actually for any Gorenstein R C C|[z]].
Setting ¢(x) = x for x € S and 0 otherwise,

pr(1,1) = 37 milg, +1— %) = 5 = [V o(a)de — 5.

Similarly, pa, = fol ok (e*™®)dx for the Tristram-Levine signature o;
see e.g. ‘Signatures of iterated torus knots” (Litherland, 1979). Our ¢

is some variant of ok; taking fol makes p,, “additive” (see below).

5.4. Quasi-rho for cables. For r, s > 0 such that ged(r,s) = 1, one

has: prs(1,1) = @#. The classical pg, is —%% Thus,

we basically obtain the same formula up to some renormalization.

The classical p,, for cables is known to be additive. For instance let
2 2 2 2
K = Cab(m,n)Cab(s,r). Then py = —+ ((m —D(n"-1) | (1) _1)).

g mn rs
Let R = F[[z"", 2% + 2*P]], where, ged(r,s) = 1 as above, v > 1
and ged(v,p) = 1 for p > 1. Then T' = (vr, vs, vrs+p), 20 = v?rs—
v(r+s)+ (v—=1)p+1 and K = Cab(m=uvrs+p, n=v) Cab(s,r). One
obtains: pg(1,1) = o5 ((m? — 1)(n? — 1) + v*(r2 = 1)(s? — 1)).
More generally, px(1,1) = & SF  v?(a? — 1)(r? — 1) for the cable

K = Cab(ag,ry) - - Cab(ag, ro)Cab(ay,r1), where 1 < i < k, v; =
rg - Tie1 and vy = 1. We will post the details elsewhere. Here
v; =ged(ug, -+ uiqq) for T' = (ug, -+ ,ugy1), where u; < wu;yq and
Vi41|vy; it is known that 6 = %Zle vi(a; — 1)(r; — 1).

We note the following natural embedding for K’ = Cab(a,r)K (both
are algebraic knots as above). If § is that for the ring R of K, then
pr(q,t) is the sum of monomials ¢t in px(q,t) such that j < 2§ — 1.

The case of Gb(13,2)Gb(2,3). Here R = C[z*,26+27]], r =3,5 =
2,u=2,9=28. Then p(1,1) = 25 and its refined version is p(q,t) =
1+qt+ P12 + P12 + Pt 4+ M 4+ M0 + P10 + 11O+ P10+ 01 + Pt + 517 +
q7t7+q5t8—|—q6t8—|—q7t8—|—q6t9+q7t9—|—q6t10+q7t10+q7t11—l—q7t12+q7t13—|—q7t14.
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RH holds for p(g,t) when g < g, ~0.802. Presumably, lim,, o ¢sup=
1 for Cab(2p+13,2)Cab(2, 3); for instance, ¢s,,~0.996 for p=2000.

Finally, R(q,t,a) for C[z%, 25427]] is: 1+t +qt + 2 4+ 22 + ¢*1% + 13 +
2qt3 +3¢%t3 + 313 + 1 42t + 4024 A3 4 M 10+ 2qt° + 4¢P 0 +-6¢31° + 40 +
q°t° + 8 4+ 2qt5 4 4%t + 7¢%10 + 8¢* 0 + 4¢%t0 + ¢Ot0 + 7 + 2qt7 + 4¢%t7 + T¢3t7 +
10g*t7 + 8¢°t™ + 4¢%t™ + ¢"t7 + qt® + 2¢%t8 + 4¢3t + TgMt® + 8¢°t8 + 4¢0t8 + ¢t8 +
G219+ 263° + 4g° + 60517 + 4¢51° + 712 + 310 + 24410 4+ 4g5410 + 45410 + ¢TH10 4
q4t11+2q5t11—|—3q6t11—|—q7t11+q5t12+2q6t12+q7t12—|—q6t13+q7t13+q7t14+a(qt+
qt? +2¢%t% + gt3 + 36213 + 3313 + gt* + 3¢%t* + 63t + 3¢t + qt® + 3% + T30 +
9¢*t® + 3¢°t° + gt + 3¢°t5 + 7¢3t0 + 12¢*5 + 10¢°¢8 + 3¢58 + qt™ + 3¢°t" + T¢3t7 +
13¢*7 + 17¢57 +10¢5¢7 + 3¢"t7 + ¢*t% + 3¢3t° + Tq*t® + 12¢°t® + 1058 + 3¢7t® +
@9+ 3¢ +7¢°17 + 96517 +3¢"t7 + ¢*10 + 3¢50+ 665410 + 3¢7H10 + Pt + 3¢5t +
3¢t 4012 4247112 +q7t13) +a? (q3t3 + @Bt +2¢M 1 + ¢35 + 3¢ + 36515 + 30 +
3qM% +6¢°1° 4+ 3¢%° + ¢*t" + 3¢ 7 + T¢°t" + 8¢%7 +3¢7t" + ¢*t® + 3¢°1% + 6¢°° +
3q7t8+q5t9+3q6t9+3q7t9+q6t10+2q7t10+q7t11) NI (q6t6+q6t7+q7t7+q7t8).

Recall that R(q,t,a) — p(g,t) upon the substitution a — —é in the

parameters of H(q, ¢, a), which is generally the passage to the Heegaard-
Floer homology and Alexander polynomials (when ¢=1,a=-1).

6. ON PHYSICS CONNECTIONS

Generally, a challenge is to associate the Riemann and Lindelof hy-
potheses with some physics phenomena in SCFT or similar theories.
SCF'T is connected with quite a few recent mathematical developments.
DAHA can be considered as its part; their origin was in the Knizhnik-
Zamolodchikov equations. DAHA superpolynomials can be interpreted
as some physics partition functions.

The p-adic strings due to Witten and others must be mentioned; the
starting point was an adelic product formula for the Veneziano ampli-
tude. There is some relation to our expectations that L-functions of
plane curve singularities over [F, can be related to some Dirac operators,
which is schematically shown in the 2nd figure below.

The Lee-Yang circle theorem provide a different perspective. The
Ising model with an external magnetic field is its main instance.

6.1. Lee-Yang theorem. For any lattice (of any dimension) with N

vertices and the connected pairs of vertices denoted by (n,n’), let Z =

im0 % for the partition function Zy=>_ (o} e P where the
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Hamiltonian is H = — Z<n7n,> JnnOnon —H Y 0, and 0 = £1. This
is the Ising model with an external magnetic field H. Here 3 = (kgT)~*
is the inverse temperature for the Boltzmann constant kg. Assuming
that J,,» > 0 (the ferromagnetic case) and § > 0, Lee-Yang proved
that the zeros of Zy in terms of the “complex fugacity” pu = e 28
belong to the unit circle |u| = 1; the corresponding symmetry of Zy is
simply o — —o. For the square lattice with J = const > 0, Zy is a
polynomial in terms of p and 0 < u dof =487 < 1. There is a g-version
of this theorem and other physics-statistical variants.

The Lee-Yang-Fisher zeros are when wu is considered as a free pa-
rameter for complex 7. Numerical experiments showed that |u| = 1
for the p-zeros can hold for some u < 0. The physics calculations are
mostly when p is fixed and the u-zeros are considered, but they can be
used for the p-zeros too. This phenomenon resembles the behavior of
the t-zeros of our H(q,t,a). Actually, DAHA is directly related to the
X X Z-model, which is somewhat similar to the Ising model with H as
above, though all attempts to “integrate” the latter failed.

Only Z is physical; its phase transitions are positive real limits as
N — oo of (complex) p-zeros of Zy. Thus, these zeros can result in
a phase transition only at ¢ = 1 due to RH for Zy, which point is
the intersection of the unit p-circle with R,. The relation between
the failure of RH and “unwanted” phase transitions seems sufficiently
general. Given u < 0, the p-zeros of Zy quickly become wild (near the
real line), when N goes beyond N, which is the last N when RH still
holds for this u. So do the points of phase transition for any u < 0.
This can be clearly seen in the 1D Ising model.

One-dimensional case. The zeros of Zy can be found explicitly in
this case. One has: —H = Zﬁle Jonone1 + gH(an + 0,41), where
the periodicity oni1 = o7 is assumed. Then Zy = Z{an} e M can
be calculated using the eigenvalues Ai, \o of the transfer matrix T =

GBUH) =BT N .
e BJ  BU-H) | Namely, Zy = tr (T ) = Ay + Ay for /\172 =

eP’ cosh(BH) + \/625J sinh?(BH) + e=287 . Upon some algebraic ma-
nipulations, the p-zeros of Zy are for H = +10,,/5, where cos(f,) =
cos%m for n = 1,...,N and u = e *?/ as above. We
obtain that RH, which is the condition 6, € R for any n, holds if
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cos sxV1—u <1, ie foru> — tan? (%) Thus, u can be negative
for RH, but the latter bound tends to 0 when N — oo. This example
is not very helpful for our RH and clarifying its dependence on ¢, but

provides some general physics insight.

6.2. Landau-Ginzburg models. Another physics approach to sin-
gularities is presented in paper “Catastrophes and the classification of
conformal theories” (Vafa-Warner, 1989). The authors consider LGSM,
Landau-Ginzburg Sigma Models, for superpotentials W (x,y) corre-
sponding to isolated singularities. They can be with several variables,
and more than one superpotential W can be considered. Let us men-
tion here two publications by Alexander Zamolodchikov in 1986. There
are many other classes of superpotentials, for instance those for quiver
varieties and KZ. The correspondence between SCFT and LGSM is one
of the key in string theory.

A lot of information can be obtained directly in terms of W (z,y)
and the corresponding singularities. If only the topological class of
singularity matters, then this is some “topological LGSM”. We note
that analytic parameters of singularities can be interpreted as modes in
physics, but motivic theory captures (by now) only topological types.

For instance, the Milnor number i = 26, which is (r—1)(s—1) for
W, s(z,y) =2°—y", coincides with the number of (independent) chiral
operators or superfields. It is the Witten index for plane curve singu-
larities: the number of zero energy bosonic vacuum states minus the
number of zero energy fermionic vacuum states. The dimensions of
superfields for W, s(z,y) are proportional to the corresponding quasi-
homogeneity weights, which are 1/s for x, 1/r for y and so on.

Another example is the central charge, which is ¢ = 68 for g =
(3—2)(3-1) for W, s(x,y). Generally, 8 is obtained from the asymptotic
formula [[W(z1,...,2m) [[1, AY2dz; ~ O(N?) for large A. Also, the
adjacency of singularities plays an important role in this approach.

6.3. Refined Witten index. Refined Witten and BPS indices were
studied in the literature; see e.g. Gaiotto-Moore-Neitzke (Adv. Theor.
Math. Phys. 2013). Generally, the challenge is to “split” the vacuum
states counted by these indices.

As an example, we will split p using H™(q,t,a == t/q), though
actually we will use Ly in the following calculation. Let us begin
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with §, , 3 H™ (qta——t/CI) (g0)° _ Lpnept($.6)—(at)°
ot = 1—t

for any Gorenstein R C C[[#]]. The parameters ¢, ¢ from H are used

(not g from the definition of H and L).

As above: G =Z,\I' = U7, {g; <z < gz} where g; +1 € I', and

Z+1— 7 .
=g¢,—g;+1. Then 6,,= tgl + Zw 1 —tq AR (t)m1+ i and

011 = 0. This formula was actually used above 1n the definition of the
refined quasi-rho invariant pg(q,t); also, see below.

Let g < 5,, + (1) 101 g1 = S22 L@ -1g9@) | where v(z) =
Hr el | 0 <v <z} and g(x) = |{g€G | 0 < g <a}| for G as
above. Then p;; = p and this definition ensures the superduality:
(qt)°~*u(1/t,1/q) = p(q,t). Not all monomials are monic in u(q,t): @
of them are with coefficient 2, which correspond to x € I' Z = + 1.

For example, 1, =2+¢+¢*+2¢°t+2¢*?+2¢°13+2¢%t*+¢"t°+q"t54+-2¢"¢7
for R = C[[z%, 254+27]]. Upon q > qt, it satisfies RH for 0 < ¢<0.919090.
For R = C[[2%, 2° + 2%%Y]], this range becomes 0 < g < 0.852561. For
R = C[[25, 28 +2%%]], it is 0<¢<0.846566 and 0.848063 for 2%+ 23093,

. This formula is

Compare with the formula for o(q,t) def %ﬁ;—w = p(4,1):

v(z) _ _ _
Q(Q7 t) = erG qg( ) _t _ZG’gq;>yeF q ( ) ( ) ! = (qt)6 lg(t 17 q 1)‘
Note that we use the parameters q,t from H in this section.

Adding colors. The substitution a — —fl has remarkable properties

for H*(g, t, a) for partitions A more general than 0 (the uncolored case).
Let n be the number of rows of A and m the number of its columns.

For hooks A\, we expect that H*(q,t,a —é) = (qt"1)°(=DrA(g, 1)
for r(q,t) =r(qg—t" g™, t— g™ 1t"). Here r(q,t) =H(q,t,a > —é)
isfor \=0, a polynomial with the constant term 1 considered above.
For mstance 1—1r*(g,t) is divisible by (1 — ¢™) for n=1. This was
checked for pure columns /rows and several hooks with m=2 or n=2.
For example, (1—r"(q,t))/(1—¢*) = q¢t(L+ ¢+ ¢* + ¢"t +¢'%t> + ¢33 +
gttt + 217 for K = Cab(lS, )C’ab(2, 3).

This is far from being that simple beyond the hooks. For instance,
for T'(3,2) and A =2 x 2 =H: 1—r§§2(q,t) =q(1—q)1+q—¢*+t—
P+ g+ P — P12+ PP — M + P+ ¢St 1 g — 815 — 518+ 517).

The definition of the o*(q, t) for symmetric A can follow the uncolored

.. . . def
case, but this is preliminary. For instance, one can set: 03-%(q,t) ==
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(r%(q,t) —¢*t*) /(1—qt)2. For the example above: 033%*(¢,t) =1—q—
PPt gt — P+ g — P+ 2% — P2 — M2+ P12 2855 — B 4 B3 +
204 — Ptt — ¢St 4 Pt° — ¢%° + ¢51%, which satisfies the superduality
q < t~! with the multiplier ¢°t°. Presumably, 03°*(1,1) = 4o (1,1)
for algebraic knots K. As above, Hg, ok are uncolored, i.e. for A = 0.

6.4. S-duality. The relation SCFT «~ LGSM suggests that the S-
duality in the former can be seen via the superpotential W (x,y). The
superduality of physics superpolynomials can be connected with that in
M -theory and the symmetry €; <> €5 in Nekrasov's instanton sums. The
general physics superduality (with A) for superpolynomials is due to
Gukov-Stosic (2012). For us, this correspondence is basically between
DAHA, a “representative” of SCFT, and L-functions of singularities,
which “represent” LGSM.

Namely, the DAHA superpolynomials, which are certain partition
functions in SCF'T, are conjectured to coincide with motivic superpoly-
nomials, which are presumably some partition functions of properly
defined motivic topological LCSM for superpotentials W (z,y), where
W(z,y) = 0 is the equation of the corresponding plane curve singu-
larities. Switching to the L-functions of the latter, we (conjecturally)
identify S from SCFT with the functional equation.

This “identification” may be not too much surprising. The S-duality
and mirror symmetry (CPT) are very universal in physics. The func-
tional equation is certainly of the same calibre in mathematics. There
are more than 20 different zeta-theories. The functional equation is
almost always present, though RH does not always holds.

By “extrapolating” the Lee-Yang theorem, one can speculate that
(topological) LGSM associated with plane curve singularities are “sta-
ble” when the “coupling constant” ¢ is small enough to ensure RH for
H(q,t,a). This is assuming that the failure of RH is somehow con-
nected with the presence of unwanted phase transitions. Rephrasing,
LGSM for plane curve singularities or for certain surface singularities
can be “observed” only when the corresponding RH holds, which is
granted for sufficiently small ¢ > 0.

As such, T'(2,2p+1) can be “observed” for a=0 when ¢ >0 is arbi-
trary. Setting a = 0 matters; generally we can make a some constant or
any quantity invariant under the functional equation. For instance, let
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" —tq" 1 —t(gt)P+ ()P +t-1
+ (@D (t—D(at—1)
ZOSjSi<P ¢'t’, and RH holds for psop1(q,t) = 022p+1(gt,t) only for
sufficiently small ¢ (not all).

a — —t/q. Then we arrive at g29,41(¢,t) =

Let me finish this section with little something on Manin’s “Mathe-
matics as metaphor”. Yu.l. obviously expected number theory to play
a major role in the alliance of physics and mathematics. If RH has
something to do with the absence of unwanted phase transitions in
physics theories or their stability of any kind, then number theory will
not be just a “metaphor”. Technically, DAHA accumulated quite a few
integrable models and the fact that it appeared very “motivic” can be
meaningful physically. I thank my friends-physicists for various talks
on these matters (though they are not responsible for what I wrote).

7. ZETA-FUNCTIONS AS INVARIANTS

7.1. The first figure. The recent progress in mathematics and physics
was mainly in the fields related to geometry. Obviously, any new geo-
metric understanding of the classical zeta and L-functions can open
new avenues toward the justification of “Grand Conjectures”.

Weil’s conjectures | CLASSICAL  fpio a0’ zeta,
(smooth manifolds) | THEORIES | pirichiet L-functions

Little or no
connections

between these
theories

Kubota-Leopoldt zeta,
Iwasawa theory

Spectral zetas,
Selberg’s zeta

For instance, Dirichlet L-functions have no counterparts among
Weil’s L-functions (and they have no ¢) : two different universes.
Also, zeta-equivalence of algebraic varieties over C (N. Katz)
generally results only in the coincidence of their Hodge numbers.

In contrast to the Weil conjectures (proved by Deligne), the distribu-
tion of the zeros of Riemann’s ((s) in the critical strip does not seem to
reflect any “geometry”. Riemann’s zeta does occur in some geometric
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and physics considerations, but the interpretation of the Grand Con-
jectures geometrically or physically is missing. We note here that the
zeros of Selberg’s zeta functions contain a lot of geometric and analytic
information. The Hasse-Weil zetas are very geometric.

Nicolas Katz proved that the zeta-equivalence of algebraic varieties
X results in the coincidence of their virtual Hodge numbers. One needs
to add the coefficients of the equations of X to the corresponding rings
of functions and then consider the zeta function (x of the resulting
scheme over Z. If (x = (y, then we call X and Y zeta-equivalent. The
coincidence of Hodge numbers is of course very far from the existence
of any kind of isomorphism between X and Y. Let me mention here
motives and Manin’s “Lectures on zeta functions and motives” (1995).

Generally, Kapranov's (motivic) zeta and “true motivic superpolyno-
mials” are with the coefficients in the Grothendieck ring Ko(Var/F) of
varieties over F. The map X — | X (F,)| is one of the motivic measures.

In the first figure, the Hasse-Weil zetas (over F,), the Selberg’s zetas
(via the Laplace operators) and the Kubota-Leopoldt ones are pre-
sented as disconnected blocks. There 3 theories are really different.

The last block (Riemann’s ((s) and the Dirichlet L-functions) is ob-
viously different from these three, but there are some (deep) relations.
For instance, let us mention the connection (not reflected in this figure)
of the Selberg’s “1/4 conjecture” for arithmetic subgroups I' C SL(2,R)
to the Riemann’s zeta.

Concerning the upper-left block, the adelic products of Hasse-Weil
zeta functions give those in the upper-right block. However, this does
not help much to understand the zeros of the classical ((s), L(s). Any
direct connections between these 2 blocks are unlikely simply because
the classical ((s), L(s) do not contain ¢. What can be expected is
indirect: via the refined invariants of 3-folds, ¢-L-functions, and the
corresponding DAHA constructions. We try to outline this.

7.2. The second figure. Upon the switch to isolated singularities X,
the corresponding zetas can be expected to capture the topological type
for some “good” X', which holds for any plane curve singularities.

The “Hasse-Weil block” of the 2nd figure for plane curve singularities
is discussed in this note. The block below is based on the covers of P?
ramified at X', which is connected with Schottky uniformization in the
variant due to Tate-Mumford of versal deformation of X'. It is expected
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These theories become connected for singularities

Weil’s conjectures plane curves, I piemann’s zeta,

for singularities > surfaces? Dirichlet L-functions

DAHA superpolynomials %

1 i Q-zeta,

invariants
) g of 3-folds
Spectral zetas for
singularities: using | p-adic Kubota-Leopoldt zeta,

singular Dirac operators, s | [wasawa thCOI'y -
Schottky uniformization | Schottky | Ajexander polynomials

If they capture the topological (!) invariants of links or
3-folds, then these theories must be a priori equivalent!

that the Selberg-type zetas of the corresponding Dirac operators lead
to similar (if not the same) superpolynomials of singularities. Let us
provide at least one reference: “Zeta functions that hear the shape of a
Riemann surface” (Cornelissen-Marcolli, 2008).

The p-adic uniformization of modular curves associated with divi-
sion algebras over totally real number fields, which was part of the
e-conjecture and Ribet’s theorem, was my thesis. See e.g. recent “On
the p-adic uniformization of quaternionic Shimura curves” (Boutot-Zink,
2022). This is somewhat beyond the figure, but is certainly related and
demonstrates the potential of the p-adic uniformization.

The middle oval. Tt is mostly about direct adding ¢ to the classical ¢
and L-functions based on DAHA. If the corresponding deformed zeros
become more regular at 0 < ¢ <1, then the stochastic behavior of the
classical ones can be due to ¢— 1, which is not unusual in mathematics.

I defined such g-analogs in “On g-analogues of Riemann’s zeta func-
tion” (2001) for Ay, following the ¢-Macdonald-Mehta formula. It is ge-

nerally a formula for [ v, p(z)dx in terms of ¢ —I' functions. The mea-
, 1 g(@@) i) (1—g—(we)+i+l)
sure function p(z) :Ha,jzo (1(_qk+(m7a)+]))((1_qk_(17a)+j+)l) is that mak-

ing the Macdonald E-polynomials pairwise orthogonal, a are positive
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roots of a given reduced irreducible root system in R™ and , 22 g*+*/2
(the Gaussian) is with “+” for the integration over z € R™ and with
“—” when z € 1R™ (the non-compact and compact cases). This is for
the DAHA parameters 0<¢<1 and t=¢* (k may depend on |«a|).

The link to the DAHA superpolynomials is due to the theorem that
[ f(x)v, p(x)dz is proportional to the coinvariant of f(x), which is
f(x+— —kp) for any Laurent series f in terms of X = ¢* provided the
convergence of the corresponding integrals, real or imaginary.

The Stirling-Moak formula (Moak, 1984) gives that the (renormal-
ized) limits ¢ — 1_ of [ ﬁ p(x)dz for the corresponding choice of
paths (real or imaginary) can be expressed in terms of Riemann’s ¢ and
some products of I'-functions. Then we perform the analytic continu-
ation using “g-calculus”, which is closely connected in the imaginary
case with “picking up residues” (Arthur, Heckman-Opdam) in the the-
ory of spherical Plancherel measure of affine Hecke algebras.

For Ay, we arrive at some g-analogs of (modified) ((s); the paper was
only for A;. Taking here (147, ) instead of (1—~,), we obtain g-analogs
(real and imaginary) of the simplest classical L-function (,(s) = (1 —
2175)((s). The convergence of modified Dirichlet g-L-functions of this
kind to the classical ones is for any non-singular k € C.

In the case of (1 —+,), the renormalized limit of g — zeta for k < 1/2
is some interesting combination of Gamma-functions, which can be
somehow connected to the so-called Gram law in the classical theory of
((s). The g-zeros approximate well the classical ones for ¢ sufficiently
close to 1 (but not too close!) and then slowly switch to those from the
proper Gamma-functions.

The functional equation fails for the g-deformations, which is prob-
ably inevitable, but I confirmed numerically some ¢-RH for s:k:+%.

Peter Sarnak noted once that many applications are based on the
absence of zeta-zeros with % < Rs < 1. This is basically what can be
seen for 0 < g < 1 and relatively small zeros in the case of imaginary
integration. However, there was uncertainty when the neighboring ze-
ros of the classical ((s) are getting “too close”. Namely, the linear
approximations of ¢- deformations of such “unusual” zeros of ((s) can
be with Rs > 1/2; though the linear approximations can become ir-
relevant for such zeros. Let me quote Harold Edwards: “the existence
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of nearly coincident zeros must give pause to even the most convinced
believer” (his “Riemann’s Zeta Function”).

The formulas for the linear approximations are those provided below
for the sharp g-zeta, where the quantity 1 — () must be changed to
1+ (), due to the passage from [, to [,. Sharp g-zetas and the
corresponding ¢ — L-functions are of real type. The corresponding
sharp g-deformations of the classical zeros in proper horizontal strips
(depending on ¢ < 1) are with Rk > 0 in our calculations.

7.3. Sharp g-zeta. Weset ¢ = exp(—1/w) forw > 0 and ¢ = \/7mw/2.

The integration path will be @52 around zero. For A; and the

symmetric variant 0y (z;q) — def HJ 0T (Z]fiiizig Zj;z ey of i, the func-

tion 37 (k) Qe = Stizﬁfmdm is analytic in the horizontal strip

K* ={—2¢ < Sk < +2¢} as Rk > —1/2. Its meromorphic continua-
tion to all k € C via Cauchy’s theorem, the sharp q-zeta, is:

wr 71 (L=t (1 = ¢

2 =g =g )"

34(k) = -

I+2k—1

i (1— qj+k)q7kj T 1—gq
_ (k)2

—
=0 (1 —¢%) 4 1) 1—q

It has poles at {———Z+} in K*. This strip is between the first zeros
of 1 +¢q -5 For all k apart from the poles, lim, (%) /235 (k) =
sin(k)(1 — 227M)T(k + L)¢(k + 2).

Given a classical zero k = z of ((1/2 + k), let us assume that its
f-deformation z*(w) exists and is differentiable with respect to & =
1/w. Then the formula for its linear approximation z*(w) is as follows:

1o (54 3)— (2= 1)Cp (2— L
Fw) = 2(1 - Lot g)or(oty)—(zml)cr 2)). Thus, such “e-deformable”
12w¢ (2+3)(1-2277)
zeros z are simple, an interesting reformulation of the classical conjec-
ture that all z are simple. Similarly, SE(IC; d) are for ¢~ %" instead of
_g—2/2
q(d+1)w2/2_gf(d+1)x2/2 :

Taking the classical z = 14.1347i and w = 750 for 3%(k; 2):

qz2/2

¢~ and sharp L-functions L4 (k; d) are for

2F = 0.1304 + 14.14504, 2¥ = 0.1302 + 14.1465i.



ZETA-POLYNOMIALS, SUPERPOLYNOMIALS

Other zeros in K* for w = 750,d = 2 are:

zeta sharp — zeta linear approx.
21.0220: 0.3514 + 21.07027 0.3504 4 21.0771¢
25.0109z  0.5641 + 24.95867 0.5745 + 24.9643¢
30.4249¢  0.9046 + 30.40147 0.9134 + 30.40773
32.9351¢  1.1051 + 33.03417 1.0998 + 33.08543
37.5862¢ 1.6449 + 37.9660¢ 1.7675 + 38.1895:¢
40.9187: 1.9080 + 40.81197 1.9141 + 40.78163
43.3271¢  2.2860 + 43.2485;  2.4497 + 43.3138:
48.0052¢ 2.9259 + 47.84247 3.1103 + 47.5578;.

37

There is a clear tendency for z* to move to the right. Also, the zeros of
the £ (k; d) — £4(—k; d) we calculated at the end of this paper (not too
many) were all satisfying the classical RH: they were such that $tk = 0.
This is within the corresponding strips. The convergence is very good
here, but calculations when w > 0 and large (k) are involved.

Generally, the zeros of the g-deformed L-functions become more “reg-
ular” for ¢ < 1 than the (nontrivial) zeros of the Riemann zeta function,
conjecturally distributed like the eigenvalues of random Hermitian ma-
trices (Dyson, Montgomery, Odlyzko,. . .).

It seems that the extension of these constructions from A; to the
stable A, theory is of importance. The relation between k and s will
then depend on the rank as in the classical theory. The functional
equation cannot be ‘fixed”, but the advantage is superduality. In the
stable case, there is some connection between &z > 0 and Sz ~ 0 for
q < 1, but using it for RH is a long shot.

Concerning the “p-adic block”, it is expected that there is a p-adic
DAHA theory, where g-Gamma functions are replaced by their p-adic
counterparts. This theory is doable, but it is not known how to go to
the level of the p-adic zeta functions.

We note that the p,,-invariants of knots are clearly of spectral nature.
Accordingly, our quasi-rho invariants can be considered as some link
between the “Weil block” and the spectral one (below it in this figure).
Our p(q,t) is given in terms of the motivic superpolynomials H™".
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Moreover, the integrality of the coefficients of R(q,t,a) in Section 5.3
indicates that there can be their “triply-graded” categorification.

The classical pg is directly related to the Tristram-Levine signature.
A different parametric deformation of the Seifert matrix (the one used
for the Alexander polynomials) is presumably needed for our one. This
would provide some link from superpolynomials to spectral invariants.

If this is true that zeta functions of singularities X and their corre-
sponding a, g, t-versions provide strong topological invariants/moduli
of some sort, then one can expect a priori links between the Hasse-Weil
zetas, Selberg’s zetas and p-adic zetas for such X. This is mostly in
the case of plane curve singularities, but the bottom 2 blocks of this
figure are conditional even for such X.

Toward 3-folds. A natural program is to extend the motivic approach
from plane curve singularities to the surface singularities serving Seifert
3-folds and other plumbed manifolds. The corresponding invariants are
expected to be a, g-deformations of some variants of the classical zeta
and L-functions, satisfying the superduality. This would be the passage
from superpolynomial to the super-series.

Another approach to the classical ( and L-functions can be via the
expansion of the theory of DAHA-superpolynomials from knots/links
to 3-folds; the lens spaces are already very interesting. This is a more
traditional direction. Here something is already known, and there is
support in classical topology and physics.

7.4. Strong polynomial count. There are some restrictions for the
types of singularities in the 2nd figure.

First, their topological types are expected to be the key. The defini-
tion of motivic zetas does require the rings R, but they are of “discrete
nature” (for singularities). For instance, some invariants of the isotopy
classes of the links XN.5?"~! in C" of isolated hypersurface singularities
0€ X CC"” can be hopefully obtained.

Second, we need to check that X can be defined over Z within its
topological type and with good reductions for almost all prime p, which
does not seem a real restriction.

Third, the varieties of modules (ideals) of finite colength in the cor-
responding local rings must be assumed of strong polynomial count: the
number of their points over F, must depend polynomially on ¢. This is
quite a restriction. It is certainly true if they are paved by affine spaces.
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We mention here that general affine Springer fibers can be not of strong
polynomial count (of types # A). There is an example of Bernstein-
Kazhdan, where zeta-functions of certain elliptic curves over F, occur,
which make this AFS not of polynomial count. See Appendix to “Fixed
point varieties on affine flag manifolds” by Kazhdan-Lusztig (1988).

Under these conditions (there can be further restrictions), the cor-
responding Cy(q,t,a) can be expected with all ifs and buts to be a
powerful invariant of the singularity X. This zeta-function can be pre-
sumably a strong topological invariant, which is conjectured for plane
curve singularities and checked in many cases.

Hopefully, the surface singularities corresponding to lens spaces can
be sufficient for reaching the Dirichlet L-functions, but this is specu-
lative and anyway very far from understanding the zeros of the latter.
It is not clear what can be counterparts of more general surface singu-
larities in number theory.

Adding colors to DAHA superpolynomials is a similar challenge.
This direction can potentially result in modular-type functions within
knot theory (without 3-folds). We provided in Section 3.2 the super-
polynomial of T'(2p + 1,2) colored by “m-rows” (by mw;).

Needless to say that isolated singularities are (and always were)
among the key objects of algebraic geometry. Smooth projective man-
ifolds proved to be very helpful in their study, but they are not really
necessary for many aspects. We try to do as much as we can directly in
terms of the singularity rings, when the theory of topological invariants
becomes with strong “combinatorial” components.

Knorrer's periodicity. The theory of algebraic knots, related 3-folds
and 5-folds make the usage of the corresponding zeta functions as
geometric-topological invariants quite reasonable for (some) surface sin-
gularities. The Knorrer’s periodicity for singularities is basically a con-
nection between the plane curve singularities W (z,y) =0 and the ones
given by the equations u?> =Wz, y) is important here. Actually, 5-folds
fit this picture too, for instance those for the singularities uv=W{(x,y)
that naturally occur here; such Calabi-Yau threefolds were considered
by Vafa-Dijkgraaf.

The passage from knots/links to 3-folds can shed light on the simi-
larity of our considerations for knots and the classical number theory
based on the periods of cusp forms, we began with. This is only an
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analogy so far; our superpolynomials are much simpler and much more
algebraic than the zeta-polynomials in the beginning of this note.

Let me mention (again) that this note is very incomplete concerning
the names and contributions. Only very few papers are mentioned. It
is an introduction focused mostly on superpolynomials and some per-
spectives of their theory. We tried to outline some number theoretical
aspects of this direction and possible physics connections. The exposi-
tion is sketchy and speculative in several places, especially in the last
two sections. There are and can be various omissions; for instance,
we do not discuss much the recent developments, even those directly
related to the topics we touched upon.

To conclude, Manin’s works and his vision of the role of number
theory greatly influenced a lot of people, certainly all his students. We
thank Yuri Tschinkel and Michael Finkelberg for help with this note.

(I. Cherednik) DEPARTMENT OF MATHEMATICS, UNC CHAPEL HiLL, NORTH
CAROLINA 27599, USA, CHEREDQEMAIL.UNC.EDU
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