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Abstract

Multiple polylogarithms are periods of variations of mixed Tate motives. Conjecturally,
they deliver all such periods.
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We introduce deformations of multiple polylogarithms depending on a parameter i € C.
We call them quantum polylogarithms. Their asymptotic expansion as i — 0 recovers mul-
tiple polylogarithms. The quantum dilogarithm was studied by Barnes in the XIX century.
Its exponent appears in many areas of Mathematics and Physics.

Quantum polylogarithms satisfy a holonomic systems of modular difference equations
with coefficients in variations of mixed Hodge-Tate structures of motivic origin.

If & € Q, the quantum polylogarithms can be expressed via multiple polylogarithms.

However if i # QQ, quantum polylogarithms are not periods of variations of mixed motives,
i.e. they can not be expressed by integrals of rational differential forms on algebraic varieties.
Instead, quantum polylogarithms are integrals of differential forms built from both rational
functions and exponentials of rational functions. We call them rational exponential integrals.

We suggest that quantum polylogarithms reflect a very general phenomenon:

Periods of variations of mized motives should have quantum deformations.

1 Introduction

1.1 The dilogarithm and the quantum dilogarithm

The dilogarithm function is defined by the following power series:

Zk
Lig(2) := Z =k

k>0
It can be continued analytically to a function on a cover of CP! — {0, 1,00} via the integral

dt
-

Liy(2) := — /OZ log(1 —t)

One of the key features of the dilogarithm is that it satisfies Abel’s five term relation.

The dilogarithm power series admit a g—deformation:

o Zk

EO= 2 e

k=1

Its exponent is the inverse of the Pochhammer symbol. Precisely, set

1
Wy(2) := (1+q2)(1+¢32)(1+ ¢52) -

Then one has
log W,(2) = —Lii1(—2;q).

Setting ¢ = ™", and letting & — 0, we get the asymptotic expansion

Lig(—z)
log ¥ ~ -,
08 Wq(2) ~ns0 2mih
It satisfies the quantum pentagon relation, discovered by Faddeev and Kashaev [I'KX]. Namely,

consider variables XY satisfying the relation XY = ¢?°Y X. Then we have the identity of

g—commutative power series in X, Y":

Vg (X)Uy(Y) = Wy (V) (X + Y)W (X),



Its quasiclassical limit recovers Abel’s five term relation for the dilogarithm.
The power series W,(2) converge only if |¢| < 1. Remarkably, the quotient

\Ilq(e‘”)
W g (ew/h) 7

D (w) = g=¢e™ ¢ =" Imh>0 (3)
has excellent analytic properties. In particular, it is a meromorphic function in w, depending on
a complex parameter h. To see this, recall the integral introduced and studied by Barnes [Ba]:

Frayim [ s hip) = & — e (W

w) = _— p) =€l —e P
rti0 $H(mp)sh(whp) p

The integration contour R+ 40 is the limit of the contour R+ie, € > 0 when € — 0. The integral

is well defined for any complex values of h, convergent for Im(w) < m(1 + |Re(h)|), and satisfies

difference relations under the shift of w by 27 and 27ih

FMw+2mi) = F'w) —log(1 + ¢™e)

; )
F'w + 2mih) = F'(w) — log(1 + "/ "e/M) (5)

which allow to extend it to a multivalued analytic function in w € C. Finally, one has
Op(w) = exp(=F"(w)). (6)

We call the function F"(w) the quantum dilogarithm, although this name is often used for
its exponent. The quantum dilogarithm and its relatives appear in Statistical Physics [ ,
Liouville theory[DO)], [Z7], quantum groups [I'], quantum higher Teichmuller theory [IX], [C'F],
[ ], [FG1] - [FG2], [GS], quantization of cluster varieties [F'(:3], and many other areas [V].
The quantum dilogarithm satisfies the quantum pentagon relation, which plays an important
role in its applications. Namely, the function ®;(w) is well defined and unitary on the real line.
Consider the unitary operator K in Lo(R) given by the multiplication by ®j(w), followed by
the Fourier transform:

K f(w) — /R F (1) By (w)e— 55 dt.

Then K® = c-1Id, where c is a constant, |c| = 1. Its quasiclassical limit delivers the five term
relation for the dilogarithm. The remarkable analytical properties of the function F"(w) together
with the quantum deformation of the five term relation convince that it is the natural quantum
deformation of the dilogarithm. Let us now look at generalizations of the dilogarithm function.

1.2 Multiple polylogarithms
Recall the classical polylogarithm series:

k

Liy(z) := Z Z—n

k>0

They make sense for any integer n. For n < 0 they are rational functions in z. For n > 0 they
are convergent for |2| < 1, and admit an analytic continuation to a cover of CP* — {0, 1, 0o}.



Multiple polylogarithms are defined by the power series expansion | ]:

zflz§2 o zhm
Llnl,...,nm (Zl, s 7zm) = n17.12 T'/rzlm ) (7)
. 2 KD R
<k1<ka<..<km
which are convergent if |z;| < 1. Here m is the depth, and |n| :=ny + ...+ n,, is the weight.

Multiple polylogarithms admit an iterated integral presentation, which allows to continue
them analytically. Namely, given meromorphic 1—forms w;(¢) on C, and a path v : [0,1] — C
not intersecting their poles, recall the iterated integrals on the line:

/wl(t) S ;:/ or(t) A Ay ().

0<ti <. <t <1

To present multiple polylogarithms by iterated integrals on the line, set

I © ) / Fmtl dt dt dt dt dt
121y ey Zmi 2 = 0—o0...—0...0 0—o0...0—.
Y t Zm—t & t T (8)
ny differentials n,, differentials

Here the iterated integral is over a path from 0 to z,,4+1. It is a multivalued analytic function on

the space of collections of distinct points (0, 21, ..., Zm+1) in C. Then by | , Theorem 2.2]:!
. z2 23 Zm+1
Lg o (05215 ooy Zms Zmt1) = Ling. o <—, =, ..., ﬂ) (10)
zZ1 Z2 Zm

In Section 2 we establish a new integral presentation for multiple polylogarithms:

Lin, .., (e¥1792, 2798 1 —e¥m) =
Jnl—m / e dpy ¢~ ipmem dpn, (11)
(R+i0ym SH(Tp1) Py sh(mpm) (p1 + ... + pp)"m

So we have three different presentations of multiple polylogarithms: as power series (8), via
iterated integrals (10), and using integral presentation (11). We note that the two integrals (8)
and (11) are related via power series (7) rather than directly.

Iterated integral presentation (10) shows that multiple polylogarithms are periods of mixed
Tate motives. Conjecturally, they provide all such periods | , Conjecture 17].

We introduce a deformation of multiple polylogarithms, called quantum polylogarithms, de-
pending on a parameter h € C. Their asymptotic expansion at i — 0 recovers multiple polylog-
arithms.

Quantum polylogarithms provide quantum deformation of all periods of mixed Tate motives.

I suggest that periods of any variations of mixed motives admit quantum deformation.

YThe positive locus /\/l(';n+3 of the moduli space Mg i3 the set of ordered configurations of points on RP*
modulo the diagonal PGL2(R)-action, whose order is compatible with one of the circle orientations. We have

(00,21, ey Zm, 1,0) € M pg ifand only if 21 >...> 2, > 1. 9)

Reversing the order preserves the positive locus. Iterated integral (8) has a natural branch on the positive locus,
provided by the path v = [0,1]. The positivity just means that arguments of multiple polylogarithm series (10)
are positive numbers smaller than 1, so the series are convergent.



1.3 Quantum polylogarithms.

Let us introduce first the kernel function.

Definition 1.1. Let a,b be a pair of non-negative integers. The kernel function is defined by

i 6—ipw
Kqp(piw) = : (12)
“ sh?(mp)sh’ (whip)
The depth m quantum polylogarithms are functions ng (Wi, ... W) in m complex vari-
ables w; which depend on a triple of m-tuples of integers
a:(al,...,am), b:(bl,...,bm), n:(nl,...,nm), ai,bi EZZO’ n; c 7.
Definition 1.2. The depth m quantum polylogarithms are the integrals
Fl W1y eeey W ::i|n|m/ K" Dk Wk k . 13
a,b,n( m) (Bi0)m k/\l ak,bk( ) (pl 4. +pk)"k ( )

We define the weight of m and w; to be 1, and the weight of the quantum polylogarithm to be
In| :=n1 + ... + Ny, (14)

The integral converges if [Im w;| < m(a; + bi|Re(h)|). It extends to a multivalued analytic
function in (wy, ...,wny) € C™ using the difference relations (35) for quantum polylogarithms.
As an analytic function of A, the ng,n(wl, ...,wp,) extends to the complex plane with the
negative real axis h < 0 removed. The integral converges for any n; € R if one of the integers

a;, b; is positive. Here are two examples.

1. The depth one quantum polylogarithms are the following integrals

. e—ipw dp
Fnle) =0 o
R+i0 5h@(mp)sh’(whp) P

a,b>0.

2. The depth two quantum polylogarithms are given by

‘Fib,n(whw?) =
e [ T dn om0
(R4i0)2 SH (p1)sh® (mhipy) sh2 (mp2)sh®? (mhpe) PY* (1 +p2)™2

Theorem 1.3. Quantum polylogarithms at the rational h € Q are periods of variations of mized
Tate motives of the same weight.

See the precise statement in Theorem 1.7. In sharp contrast with this, quantum polyloga-
rithms for irrational i € Q are not periods of variations of mixed motives.

By Theorem 3.7, quantum polylogarithms satisfy shuffle product formulas, providing an
algebra structure.



Specialising w; = ... =w,;, =0 and a=b = (1, ..., 1), we get an h—deformation of the depth
m multiple (-function. For example, for the depth 2 we have

Gilorvsa) = [ I . L)
(R+i0)2 Sh(mp1)sh(mhpr)p;~" sh(mp2)sh(mhps)(p1 + p2)52~
The analytic continuation of these functions is obtained the same way as in [G01, Theorem 2.25].

When s; = n; are positive integers, we get an i—deformation of Euler’s multiple (-values.

Interesting g—deformations of the multiple (—values were considered by Okounkov [O].

1.4 ¢g—deformations of multiple polylogarithms

Convention. We denote by latin letters z; coordinates of the points on the projective line, and
by the greek letters w; the relevant logarithmic coordinates: z; = e“:.

Multiple polylogarithm power series (7) have a g—deformation:

Definition 1.4. Let a,n € ZY,. Multiple g—polylogarithms are power series in 21, ..., Zm:

Lian (21, s 2m; q) :=

i Mk gk ]y = g" — (17)
B1) P k)2 - hommlem - K (kg + ko)™ - (kg + oo + o)’ 0 4

k1,....km>0

The weight of the multiple ¢g—polylogarithm series (17) is defined to be n, just as in (14).
Ezample. The weights of the g—dilogarithm Lij 1(z;¢) and the quantum dilogarithm F"(w)
are 1. Since the weight of 27h is 1, the weight of the function in (2) is 1, consistently with (1).

Note that unlike in series (7), the summation in (17) is over the octant ki,...,k, > 0.
Therefore there are no shuffle product formulas for the series Lan (21, ..., 2m; q)-

Power series (17) are not defined when ¢ is a root of unity. In Section 4.2 we complement
them by companion series. Their appropriate sums coincide with the quantum polylogarithm
integrals, generalising the logarithm of relation (3), thus converging for any #.

1.5 Connections between quantum and multiple polylogarithms
The weight is compatible with major operations with quantum polylogarithms:

e The partial derivatives decrease the weight by 1, see (51).

e The difference relations preserve the weight, see (35).

Passing from quantum polylogarithms to their exponents destroys the weights. In particular,
this is why we call the function F”(w), rather than its exponent ®;(w), the quantum dilogarithm.

Quantum polylogarithms are related to multiple polylogarithms in several ways:

1. Via the asymptotic expansion as h — 0. The weight |n| quantum polylogarithms have an
asymptotic expansion as A — 0 of the following shape, see Theorem 3.1:

Z(Zm’h)_k x sums of multiple polylogarithms of the weight |n| + &.
k

All terms of the asymptotic expansion have the same weight |n|.



2. Via the h = 1 specialization. We prove in Theorem 3.3:

t 27

where Py, is a polynomial with coefficients in Q, and the multiple polylogarithm Liy, . p,,

) -Linh,__,nm((—1)a1+b1ewa..., (—1)em+bm Wm) (18)

Theorem 1.5. The flbn(wl,...,wm) is the product of the function Pab(27r ‘”—m),

w1 Wm

fl
2r 7 2m

a’b7n(W1, ,wm) = Pab(

Since the weight of 5~ is zero, both parts of the equality have the same weight |n|.

The right hand side of (18) is a period of a variation of mixed Tate motives on (C*)™

log z1 log 2z,
5 o

(18) = Pa,b< ) Liny...om ((—1)“1“’1,21, (—1)“m+b’”zm).

3. Via distribution relations. Given a pair of coprime integers r, s, Theorem 3.2 relates quan-
tum polylogarithms at £h to a sum of similar quantum polylogarithms at rh. Precisely:

Theorem 1.6. One has distribution relations:

T
_ Zh
pinl=m gz Sb n(rwl, ey TWip ) =

Z Fly ol w,ﬁ@zj QMHZ@,....

1— r
Q5= ﬂ]—

—1

<

Mm

Here the sum is over half-integers o, B; if the summation limits are half-integers.

Combining Theorems 1.5 and 1.6, we express quantum polylogarithms at the rational
h € Q via sums of the multiple polylogarithms of the same weight:

Theorem 1.7. Quantum polylogarithm functions at h € Q are periods of variations of
mixed Tate motives, provided by multiple polylogarithms. Precisely, set

ag
wkfwk—i-@z% 2MHZBJ

Then, using the notation of Theorem 1.5, we have

r‘n|_m}"§7byn(rw1, vy TWin)
r—1 s—1
2 2 / / (20)
w w . / ’
- Pab (ks S iy, (€, ).

4. Via companion q—polylogarithm series. Recall that we have

—
=

Flw) = logWy(e”) —log Uq (/")

= —Lii(—€*;q) + Lira (=" ¢").

(21)

—~
~—

The depth m quantum polylogarithms are sums of 2™ companion q—polylogarithm series
of the same weight, generalizing formula (21).



So the weight of quantum polylogarithms is compatible, in several different ways, with the
weight of multiple polylogarithms. This is quite remarkable since the weight of multiple poly-
logarithms have a deep algebraic geometric origin, while quantum polylogarithms live outside
of the traditional Algebraic Geometry.

Acknowledgement. This work was supported by the NSF grant DMS-2153059. I am
grateful to IHES for hospitality and support in various stages of the preparation of the paper.

2 A new integral presentation for multiple polylogarithms

Theorem 2.1. Assume that [Im w;| < m and Re w; < 0. Then one has

Linl,...,nm (ewl, ey ewm_17 _e’wm) —
jlol=m / ﬂ@ e~ HPrtApmjum dpm, (22)
(R+i0)™ sh(mp1) pi* sh(mpm) (p1+ -+ pm)"m

Proof. Consider the integral over (2 + i)™, where N > 0 is an integer, Q0 is the square in
the upper half plane with the base [N, N], and (Qy + i¢) its shift by a small € > 0.

We claim that this integral is convergent, and the integrals over any but the bottom side
decay exponentially as N — oco. Indeed, we have

‘e—ipw’ _ €Im(p)Re(w)—i—l:{e(p)lm(w)

i

Im(p)Re(w)+Re(p) (Im(w)Fm)

) 23
7P /5B (1) | ~pos oo € . (23)

So e~ /sh(7p) decays exponentially on the left and right sides as N — oo since Re w < 0. The
integral over the top side of (2x + ic)™ decays exponentially since |Im w| < 7, and therefore

Re(p)(Im(w) F 7) — —o0 if p — +o0.

Indeed, we have either Re(p) — oo & Im(w) —7 < 0, or Re(p) — —oo & Im(w) +7 > 0. Finally,
on our contour |p| > ¢, so the integral over the bottom side converges.

Therefore we can calculate the integral using the residue theorem. The residues are at the
points (p1, ..., pm) = (ik1, ..., ikm ), where ki, ...,k > 0 are integers.? For example, in the depth
2 case the contribution of the residue at the point (p1,p2) = (ik1,iks) is equal to?

i—2 (_1)k1+1€26k1w16w2(k1+k2) B 6k1w1(_eﬂa)k1+kz
(27[')2 k?l (kl + k2)n2 a k?l (kl + k2)n2

(2mi)? - (24)

The (—1)"**2 amounts to the fact that sh(mp;) is multiplied by (—1)* after the shift by irk.
Then the sum ;. 1,0 delivers Liy, pn, (€*?, —€*2). The series are convergent since Re(w;) < 0.

2See also the proof of Theorem 3.3 where we explain how the calculation of residues in the more general set
up at p1 = ik1, ..., pm = ikm where ki, ...,k > 0 reduces to the calculation of the residues at p1 = ... = pm, = 0.

3The factor i in (22) cancells with the factor i from the denominator. This is how the factor ™! in (22),
as well as in Definition 1.2 of quantum polylogarithms, helps. Next, the factor (274)™ from the Cauchy theorem
cancell the factor i~ in (22) and Definition 1.2.



The argument in the depth m case is the similar: the residue at (ikq, ..., iky,) is

j—m (_1)k1+---+/€mek1w1 ekt thm)wm

2i)™ -
Qi)™ aym K (kL + oot Fog) ’
B k1w p(ki+k2)ws (_ewm)k1+...+km ( )
7/43?1 (kjl + kg)"Q - (kl + ...+ k:m)nm '
Theorem is proved. O

Let v = [0, 1]. Denote by I%Z{_,,,nm(zl, ..., Zm) the iterated integral defined using this path.

Corollary 2.2. Assume that |Im w;| < 7 and

Re wi < Rewy < ... < Re w, <0. (26)
Then one has
17(17) (0 e~¥m; —1) (2)
Lyeeeym W0 yreey )
Lin, ..., (€¥1792, e'”27‘”3, cee,—ef™) : (27)
ilnl—m/ e~ P11 dpy e~ Pmwm dpm
(R+ioym SH(mp1) PY sh(mpm) (p1 + - -« + pm)"m

Proof. The first equality is the basic equality (10). The second gives the new integral presenta-
tion (11) for multiple polylogarithms, and follows immediately from (22). Indeed, the integrands
in (22) and (27) differ only by the exponentials, which match thanks to the identity

eI p—ip2we o~ iPmwm 6—ip1(wl—wz)e—i(p1+172)(w2—w3) o e—i(m-&-...-&-pm)wm‘ (28)
Note that the latter is equivalent to the identity
prwt + pow2 + -« . + Prwm = p1(w1 — w2) + (p1 + p2)(we —w3) + ... + (p1 + - + Prm)wm- (29)

Note that the condition on the w; in Corollary 2.2 is equivalent to the one in Theorem 2.1. [

So we get new integral presentations for both multiple polylogarithms and iterated integrals.
For example, for the depth m = 2 they look as follows:

Liny g (€71, —e2) = 012 / e e dpy - dpy
ni,n 9 - .
o ®4i0)2 Sh(mp1)  sh(mp2) P (p1+p2)™ (30)
e~ IP1W1 o —ipaw2 dpy dps

o ) (®R+i0)2 SD(mp1) sh(mp2) PY* (p1 + p2)™2

Remark. Condition (26) for real w; just means that e™“! > ... > e~“m > 1. So the arguments
of the iterated integral in (27) form a positive configuration of m + 3 points.



3 Properties of quantum polylogarithms

3.0.1 Difference relations

Recall the kernel function

—1ipw
Kly(piw) = —— . (31)
! sh® (wp)sh’(whp)
Let A((lw) be difference operators in the variable w:
AP f(w) = flw+a) = fw —a), (32)

The kernel function satisfies two difference equations in w:

AYE! (pw) = I (p3w),

A("J) Kﬁ . _ Kh . (33)
i BKap(Piw) = Koy q(p;w).
Indeed, one has
A(w)e—ipw = 5§ 7Th . e_ipw’
imh h( p) (34)

Ag:)e*ip” = sh(mp) - e,

Set 15 := (0, ...,0,1,0,...,0), where 1 is on the k-th place. Then difference relations (33) for the
kernel function imply difference relations for quantum polylogarithms:*

Ag:’“)fibm(wl, ey W) = fg—lk,b,n(wl» ey W)

Al(,:g)fibm(wl, W) = Fp_ 1, n(Wi, ey wi).

(35)

3.0.2 The asymptotic expansion when i — 0

Theorem 3.1. When h — 0, the function ]-"fb oW1,y wim) has an asymptotic Laurent series
expansion in 2wh, whose coefficients are sums of quantum polylogarithms:

Fln (@15 ey 0m) ~nsso 2h)TPIFE L (W1 ey i) - (36)
All terms of the asymptotic expansion have the same weight.
Proof. The leading term of the i — 0 asymptotic expansion of the kernel function (31) is
e—ipw 1 e—ipw 1
a b ~h—=0 b’ a b
sh(mp)sh” (whp) (2mh)® sh(mp) p

This implies the claim about the leading term of the asymptotic expansion. For example, in the
depth two case the leading term of the expansion is

(37)

jinl—2 e~ p1w1 e tp2w2 dpy dp

(27h) Pl Jiriop s (mp1) 52 (mp2) phiF™ ph2(p) + po)re”

*We assume that a — 1), and b — 1}, are still non-negative integers, to avoid convergence issues.

10



To get all terms of the asymptotic expansion, we write the Laurent series expanding sh(whpy)
in whpy. Since the weight of whpy is zero, the weight conservation is clear.
To get the rest of the terms of the asymptotic expansion, we use identity

1 1,1 1
—— = —(=- ). (38)
pa(p1+p2)  p1\p2  p1L+Dp2

and proceed by the induction on by + no, till either b = 0 or ny = 0. If by = 0, we get the
double polylogarithm. If no = 0, we get a product of two depth one polylogarithms.
The case m > 2 is similar. O

3.0.3 Distribution relations

Theorem 3.2. One has distribution relations:

r|n|_m]:iz’n(rw1, ey TWp) =
r—1 s—1 a bk (39)
2 2 . .
27 27mih
h
Frpnloe wr + TZO‘j + = Zﬁj,...).
a]_zlg'r 6]':158 =1 ]:1
Equivalently, the functions ]:gb n(C1s ey Gm) in the bottom line have the arguments
i omili &
Ck::wk—i-TZOéj—l- . Zﬁj, k=1,..,m.
i=1 j=1
Here the sum is over half-integers aj, B; if the summation limits are half-integers.
Proof. Write the identity sh(rz) = sh(z)(e""1% 4 e(r=3)7 1 4 (1717 g
1 (r—1)z (r=3)z ¢ (1-r)x
_¢€ +e +...+e . (40)
sh(x) sh(rz)
Set ¢ = pr in the kernel function:
—iprw —iqw
Kg/bs(p;rw) = ¢ - =— c 5 .
’ sh®(mp)sh’(nhp)  sb”(mq/r)sh’(mq/s)
Then using (40) we write this as
, r—1 r—3 1-r_ \G/ s—1 s—3 1-s_\b
e‘lqw(e M4 e T4 e ’”]) (e s Mt es ™My e s “q> (41)
sh®(mq)sh’ (mq)
The claim follows immediately from this by expanding the products. O

11



3.0.4 The value at A =1

Recall the basic quantum polylogarithm functions f217_._7nm (W1, ey W), see (H8).

Theorem 3.3. The function ]-“ib,n(wl, ceey W) 18 the product of a polynomial Pa,b(% “’m)
with rational coefficients, and a multiple polylogarithm of the same depth & weight:
w1 Wm

- ) Llnl o ((_1)a1+b1ew17”.7(_1)am+bmeUJm) (42)
27 2m Y

}—;,b,n(wlv ceey wm) = Pa,b(

Proof. One has

—ip;wj dp;
f; (W1 ey W) = Z|n|m\/ € J . 43
b (W1 ) (R-4i0)m 31;[1 sh 0 (rpy) (pr+ - +pi)™ )

Let us assume that Re(w;) < 0. Then if Im(p;) — 400, the exponential =% decays fast.
Next, when |Re(w;)| < m(a; + bj), the integrand decays exponentially at [p| — co. So assuming
—7(aj + bj) < Re(w;j) < 0 we evaluate the integral as (2mi)™ x the sum over ki, ...,kp > 0 of
the residues at p; = ikq, ..., pm = tkm.

Lemma 3.4. Such a residue at p1 = iky, ..., pm = tkm 1S equal to

m —ip;jw; ekiwi ekmwm
—m(_1)(@tb)ki ot (@mtbm)kn Reg _ _ _ ( € p ) . .
i (-1) ESp1=...=pm=0 Jl—{ sbafrbj (7pj) kit ok (44)

Proof. Calculating the residue at p; = ikq, ..., p;m = ik, we use the following:

1. The shift by p; — pj +im for j = 1, ..., m results in the multiplication of the denominator
[T72y sb% % (mp;) by (—1)H+PL

2. We expand the exponential at p; = ik; + p; as

m m

. s on!
| | e P = | I e i . ghwr | gkmwm
J=1 Jj=1

3. As p; — ik;, we have
Pr™ (P e D) T T (B 4 ) T

In particular we observe that the factor il®! in (43) is cancelled with the one i~1®l from (3). O
The left factor in (44) does not depend on k;. So taking the sum over all ki, ..., k,, we get
6—ipjwj

m
(27r)mRes _ m:O( 7) - Li i ((_1)a1+b1ew17 o (_1)ak+bkewm)' 45
D1 D ;[[1 gha]+b] (ij) N1, (45)

The residue on the left factorises into the product of the one variable residues:

e i dp;

5baj+bj (ﬂ.p])

14 (—iijj) + (—iijj)Q/Q! =+ ...
(ij)aj+bj

27 Respj:0< ) =27 Respjzo( (1+ ))

12



The latter is equal to a sum of rational constants times

(—ipjwj)m(ﬂpj)”dpk>

27 Respj:0< (ij)afrbj

m+mn=a; +bj — 1.

Its weight is equal to zero since the weights of 7 and w; are equal to 1.

Note also that z; = e*/ has zero weight: indeed, we have w; = log(z;), so in the final answer

we have polynomials in z;,log(z;).

3.0.5 The Z—variant of quantum polylogarithms.

We will need the Z—variant of quantum polylogarithms:

m e~ p1+-tpr)wk dpg

T (Wi, ) = z"“'m/ .
ol ) (Ryioym - s (mpa) - sh (whpy) (L + - . + pr)™

For example, in the depth two we get

.|n2/ e~ tP1w1 e—i(p1+p2)w2 dp1 dps
7/ T n .
(R+i0)2 5h (p1) - shP (whpy) s (mpa) - sb¥2 (zhpe) P1* (P1 + p2)"2

The functions F and Z are related by

}—h

aybyn(Wh(JJQ, e ,wm) = I£7b7n(w1 — W2,Wy — W3, ... ,wm).

O]

(46)

(47)

Indeed, their integrands differ only by the exponentials, related by (28). Equivalently, we have

fg,b,n(clv"wé’m) = Zb,n((l +Cm,<2++<m>7<m)

3.0.6 Differential equations

Proposition 3.5. The quantum polylogarithms satisfy the differential equation

m

dfibm(wl, ey W) = Z f§’7byn_1k(w1, ey Wi ) d (W — Wkt 1)-
k=1

Proof. The introduced in Section 3.0.5 function

Ig,b,n(§17 ) gm) =

e~ p1&1 p—i(p1tp2)é2 e_i(p1+"'+pm)5mdp1dp2 ..dpm,

-|n|—m/ Kh
) Diy -y Pm)
(R+i0)m abl " it (pr+p2)™2 .. (p1+ oo+ p)"m

evidently® satisfies the differential equations:

m

ATy e(€1; 0 6m) = D T bty (€1 oors Em) dé

k=1

Therefore the claim follows from (47).

®since the variable &, appears only in the exponential e~ "Pksk

13
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3.0.7 Complex conjugation

We claim that one has

‘/—-.;L,b,n(wl’ T 7Wm) = (_1)Ia‘+‘b|_mf£,b,n(wl7 s awm>-

Done by a change of variables ¢ = —p, altering the orientation of R + i0. Here is how it works
in the depth one case.

- P .
Fhple) = (i [ MMM
_ (_1)a+binl/ e Y _ @ _ (_1)a+b+1fﬁb (w)
R+i0 8h%(mp)sh’(xhp) P" o

3.0.8 Shuffle relations

Quantum polylogarithms satisfy shuffle relations, similar to the ones for the iterated integrals
representing the multiple polylogarithms.® Namely, let us set

W= (Wi,.y W), W= (U, ey Up), t=(t1,..cslm)- (53)

Consider the generating series in u whose coefficients are quantum polylogs with indices n:

Flowhu) = > Fly a(wu™ ™ (54)
N1y, Mm 21
For example, '
—ipw d
Flylwlu] = z’”‘l/ _° P_
Rr+i0 5h*(mp)sh’ (whp) p — u
Then make a substitution ug : =t +... +t for k=1, ...,m:
Fup[Wlt*] := Flp(wlt, t1 + ta, ..t + .o+ ).
Lemma 3.6. There is an integral presentation:
Fhylwler) =i | Kl o, (1) 3 .
ab (Ri0)™ kl;[l b (P14 +pr) =it +... + 1)
Proof. Follows by applying the substitution ug := t1 + ... + tx to the following identity:
oo
dpx e dpx
> —(iu)" " = —. (55)
—(p1+...+pk) (P14 ..+ pr) — duy
O

51t is interesting that although quantum polylogarithms do not seem to have an iterated integral presentation,
they do satisfy the same shuffle relations as the iterated integrals.
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Note that integrals (13) converge for any integers n;, while the generating series use n; > 1.

Given a := (a1, ...,ax) and &’ := (ag41, ..., ax+;) and a permutation o of the set {1, ...,k 41},
set o(aa’) := (ag(l), e ag(k+l)).

Theorem 3.7. One has

f§7b[W|t ] .Fr/ b/[ t/* Z ‘Fa(aa’) (bb’)[ (WW )|O'(tt/) ] (56)

UEEM
The sum is over the set of all permutations shuffling {1, ...k} and {k+1,....k +1}.

Proof. Follows immediately from the following identity [G01, Lemma 2.12]:

1 1
pi(p1 +p2)..(pr+ o +0k) P (Pra1 + Pit2)--(Pht1 + - + Drst)

3 1 (57)

vemy, Po(1)(Po(1) T Po2)) -+ Po) + -+ Po(esr)

For example, using the identity

1 1 1

+
pip2 pi(pr +p2)  p2p1 +Dp2)

we have
T pa(wr) - Fly, 1 (wa) = ]'_(fﬁn, 2 (b,ba),(1,1) (W1, w2) + ]:(a2 a1),(bab1),(1,1) (W2, W)
Shuffle relations for the generating functions. In addition to (53), let us set
r=(ri,e,"m)y S=(S1,..0,Sm)-
Generalizing (54), we introduce the quantum polylogarithm generating series:

m
Fl(wlr,s,u) Z ]-“g?bﬂn(w) Hrzkflskbkfluknkfl.
k=1

a17b27nz>0
One can rewrite this using the kernel generating series.
Lemma 3.8. The kernel generating function is given by

—ipz

]Ch K? a—1 b 1 _ €
(i) abzl " ~ (sh(mp) —r)(sb(whp) — 5)°

Lemma 3.9. The quantum polylogarithm generating series are given by the integrals

dpy
W|r s, u) / IC (pr; Wi |k, SK) —
(R+i0)™ H (p1+ ...+ pr) — iug

15



Proof. Follows immediately using (55). O

For example, the depth one quantum polylogarithm generating series are
/ e tpw dp
Rtio (80(7p) — 7)(sh(mhp) — s) p —iu’

Theorem 3.7 immediately implies the following

Flwlr, s,u) =

Theorem 3.10. One has

Flwlr,s, t*] - Filw'|r’ s/, t/"] = Z Fllo(ww')|o(rr'),o(ss'), o(tt')*].

O’GZ}C 1

3.0.9 Analytic continuation.
Quantum polylogarithms have an analytic continuation to a cover of Mg ,,,4+3(C) given by
(W1, ooy Wyy) — (00, —1,0,e", ..., ") € Mo m+3(C).
The integral representation (27) is convergent at the strip
Im w;| < ma; + whb;.

We use difference relations (35) to extend it from that strip to C™, and argue by the induction
on |a| + |b|. First, one checks formally by induction that

A(wl)A(wk)If (W) = A(wk)A(wl) (w).

imh imh a b,n

where each of the sides is defined by applying twice difference relations (35).

3.0.10 An example: basic quantum polylogarithms
We define the basic quantum polylogarithms by setting a; = b; = 1. So in the depth m case
fgh 7nm((,dl,...,wm) =

nf-m / e dpy e e dpm (58)
®4i0ym SH(mp1)sh(mhpm) pi* " sh(mpm)sh(mhpm) (1 + ... A+ p)"m

Theorem 3.11. The function .F,’Lzl’._"nm (W1, ..oy ) engoys the following properties:

1. Asymptotic expansion as h — 0:

1

Pt (@15 00y 0m) W'Lim+1,.--,nm+1(ewl_w2

W —w3 w
,€ i I

2. Difference relations, connecting them with multiple polylogarithms:

(w1) (wm) 1 _ . w1—ws L Wwa—ws3 w
Azfrh . A27ri’i ‘Fnl S (UJ1, ) wm) - L1n17--~7nm (6 , € I S m). (59)
A(wl) A(wm)fh ( ) o h‘nl_mL' ( wl;iwz % me)

in A oo (W15 ooy W) = ng,.nm(€” ® ,e & ..., —e€ .

16



8. The value at h = 1:

1 o w1 Wm . w1 w
fnl,‘..,nm(wlﬂ ...,wm) = P171 (%, 7271_ . Llnl,...,nm e, e ).

4. Distribution relations:

o
r‘nlimfﬁslf---vrhn (Twlﬂ vy Twm) =
r—1 s—1
2 2 . . . .
271 2mih 27i 2mih (60)
Z Z frle,...,nm<w1 +—a1 + 517 ce Wl —ap + 6’6)
~ r S T s
ap="5" Br="5
5. The differential:
m
d}-’rle,...,nm (W1, "'7wm) = Zfr}zl,...,nk—l,...,nm (("‘)17 "'7wm)d(wk - wk-l-l)'
j=1

6. h «— 1/h symmetry:

h
fnlz-“vnm

1 w1 w
n|—m m
(W1, 7wm) = hl | Fﬁll""’nm< )

E,..-, h

Proof. 1) Using (36) and (22), we get the leading term of the & — 0 asymptotic expansion:

fgh...,nm(wlu "'7wm) ~h—0

;Inl / e~ dp, . . e~ iPmwWm dpm
(2miR)™ J(r1ioym SH(7p1) p1py* sh(mpm) pm(P1 + -« 4 pm)"m (61)
22 1 . _ _
(N)h—>0 WLIM’W’”T” (e¥17w2 eW2mWs L —e¥m) 4 ...

2) For the second identity, set g; = p;h, and use integral (11). The rest is straightforward. [

4 Quantum polylogarithms and multiple ¢—polylogarithms
Recall Definition 1.4 of the multiple ¢g—polylogarithms:

Lian(21, ..., Tm; q) =

i ahighz | ghm ' (62)
(k1]g [k2lg® - - - [kmlg™ - kT (k1 + ko)™2 oo (k1 + oo + K)o

If a =0, we get the multiple polylogarithms Lin (21, ..., 2zm) = Lin, .. n., (21, - - Zm)-
Multiple g—polylogarithms satisfy both the differential and difference equations:

The differential. Given an x = (z1,...,2Zy), we set X* 1= (z1...2y, T2...Tp, . . . Tpy). Then

m
dLian(x*;1q) =Y Lian-1,(x*;q)dlog z.
k=1

17



The difference relation. The g—difference operator defined by setting
Az qf (@) = flqz) = f(q"'x).

We have the difference relations
Agy qlan(x;q) = La—1, n(x; q).

4.1 Multiple g—polylogarithms by the ¢—integration
Definition 4.1. Given a power series f(x) and an integer a > 0, the q—integral 1% f(z) is:
k+a-—1
a — a 1 2k+a
@ =t (70T e
k>0
The name g—integral is justified by the following Lemma.

Lemma 4.2. Let a > 0. Then one has:
Asgolyf(z) =17 f(a).
Proof. Follows by a pretty standard calculation:
I:f(qz) = I3 f(¢"'2) =
Y (kl-i } ) <f(q2k+a+1x) _ f(q2k+a—l$)> _

k>0

et Z(( (k+1) —|— a— 2) F(2kHDa1) _ <k Zi; 1) f(q2k+a—1$)> _

k>0

(e 2) (")) et - ) -

k>0

_1)e-? Z </€ Zi ; > Flg o 1z) =

k>0

I3 f (x).

Proposition 4.3. There is an equality of power series:

Lian(21, .., Tm; q) = (151 .. 13" Lin) (21, ..., 2m) =
Z (—1)|a|7m Fitar =1 Fom + am = 1 Li (q2k1+a1x1 oo, gt am g ).
) ar—1 tm — 1 " o "
1yeeesiom =

Proof. By Lemma 4.2 and (63) we have

A% 0. . 0Al q(Lia,n(xl, T q) — (I T Lig) (1, ... ,xm)> —0.
Both series vanish at 1 = ... = z,, = 0.

18



Examples

1. The g-polylogarithms are power series in x:

a,n € 7.

Mg

Llanxq =

(ak _ ,—ka .n’
P (¢F —q7 k)2 k

They satisfy both the differential and difference equations:

dLig pn(2;q) = Lign—1(z; q)dlog x.

. . (66)
ALlam(qaj; Q) = Lla—l,n(x; Q)‘

2. Higher Pochhammer symbols W,1(x;q) are the power series given by the infinite products

_1\a n+a
Wasi(w3q) := [ (1 4+ )Y e,
n>0

For example,

1
\Ijl ziq) = )
WO = )1+ @0 + eo + 7o) (o)
Uo(z;q) = (14 q2)(1+ ¢°2)* (1 + ¢°x)* (1 + ¢"x) - ...
They are the unique power series in x, ¢ which satisfies the recursion
Va(qz; q)
=V, _ ; g 5 =1 .
\I’a(qfll’; q) a 1($7Q)7 O(xaQ) +x
Proposition 4.4. One has
S (—2)
log Wo(z;q) = —Lig—1,1(—25q) = — Z m (68)

k=1

Proof. Both power series satisfy the same difference equation, and equal to 0 at z = 0.

Alternatively, here is a direct calculation for the classical case of ¥y(z;q). Formula (68)
in this case is the following identity:

Lipi(—2iq) = Y log(1 + ¢**'x).

n>0
To prove it, we use the expansion log(1+x) = =3, %
2n+1 k:
> tog(1+ i) = - 30 30 E 0
n>0 n>0 k>0
q2nk k: qk(—x)k . (69)
) ILac o L )
k>0n>0 k>0
O
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3. Consider a slight modification of the classical polylogarithm power series:

N
Ln(2) = —Lin(—2) = = ) o el <1

k>0

So Li(z) = log(1 + 2) and Lo(z) = 7. By Proposition 4.3,

. k+a-—1
Lioa(=2i0) = (10 X (* 70T e oea).
E>0
4. Tt is interesting to compare g-polylogarithms with the elliptic polylogarithms [B1.]. The

latter are obtained by the regularized weighted averaging over Z of the classical poly-
logarithms, while the former are obtained by a similar weighted averaging but over the
non-negative integers. For example, starting with log(1 + x), the regularized averaging
over Z delivers the logarithm of a theta function, while averaging over Z>o we get the
negative of the logarithm of the g-exponential.

4.2 Quantum polylogarithms as sums of 2 companion ¢g—polylogarithms

Recall that the quantum dilogarithm function can be written as a difference of two series:
FP(w) = —Lip1(—€";q) + Liz (—e"/"; ). (70)

In Section 4.2 we show that quantum polylogarithms have similar presentation. We elaborate
in detail the case of depth m basic quantum polylogarithms. We prove that they are sums of
2™ companion polylogarithm series. One of them is a quantum g—polylogarithm series, another
one is a quantum ¢"—polylogarithm series, and the other 2™ — 2 companion series are given by
more general series.

Recall the depth m basic quantum polylogarithm:

m

]_—ZL . (Wb ...,wm) — i|n|—m/ e PiWk dpy, '
e (Reti0ym 2 SO(mpr)sb(whpr) (pr+ ... 4 pr)™

Recall also the Z—variant (46) of the basic quantum polylogarithms:

)i [ [ i
N1y, (R+i0)™ 11 sh(mpr)sh(mhp) (p1 + ... + pr)™* (71)
== ]:7?17---7nm (w1 — W2, W2 — W3, ..., wm).

We calculate integral (71) as a sum over the residues. The sum splits into a sum of 2™ series
over the cones given by the direct sum of m copies of the cones Zwg or h~'Z~o. We call the
resulting series companion polylogarithm series. They are paramatrised by the sequences

-1
e:=(e1,..,em), €5 € {1, "}
For each such € we assign the companion cone:

Cg = Z~01 B ... B Lsoem € C™.
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i/hWe also use a notation

[Klq. = {qk o == (72)

Recall ¢ = €™ and ¢V = e

(@)= (@)* e=n"
Definition 4.5. The e—companion polylogarithm series are given by

Lign(g; Wy ooy Wiy ) 1=

5 . ekiwier e(k1+~-~+km)wm5m (73)
1.--Em E a am - .
bt >0 [kl]qgll C [k‘m}qgm . (51]{}1) ... (Elkl T Emkm) m

The e—companion polylogarithm series (73) generalize g—polylogarithm series (62). Indeed:

_ Lian(e“,...,e“™; q) ife=(1,...,1)
h . o a,n 9 9 9 9 9 9
HanlSitoty o m) = {h'“'mLia,n(e‘”l/h, vy it = (it Y
Theorem 4.6. Assume h > 0. Assume that Re(w;) < 0 and |Im(w;)| < w. Then we have
T (wy,. .., wn) :ZLi'}vn(g;wl,wg,...,wm). (75)
2

Before we proceed with the proof, let us elaborate two examples.

1. m = 1. We get two companion cones: Z~o and h~'Z~q. The related companion series are

—1)kekw .
Lo : ([/ﬁ])]{” = Lan(—ew; q).
k>0 q (76)
-1 n—1 (—1)k€kw/h n—1y - w/h. V
h Z>0 : h Z W =h Lll,n(_e 4 )
k>0 q

So Z!'(w) is a sum of the two companion series (76):
IM(w) = Lipn(—€";q) + B Wiy o (—e®/"; gY). (77)
When n =1 we recover formula (70).
2. m = 2. We get four companion cones:
Zoo ® Zso, B 1Zs0 @ Zso, Zso®h 1Zsg, h Zso® h 1Zy.

The related companion series are:

€—k1w16—k2w2 1
Ziso D Zi>o - 7 .
o m%;o [F1lglkalg Ky (R1 + R2)m
7k1w1/hefk2w2 1
W70 ©Zog: h ‘ .
e MZO g koo (ko)™ (B Tk + o)
1 1 e~ k1w g=kawa/h 1 (78)
Zso®h™ " Zso: h™ - .
> - k1%>0 U‘?l]q[l@]qv k't (k + A lhg)2
—klwl/ﬁe—kzwz/h 1
W 'Zeg@h Zog: B2 ‘ .
= >0 kl%:w erlgv kol (R Tka)™ (= Tk + B ko2
So I/ w1, ws) is a sum of the four companion polylogarithm series (78).
n1,n2
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Proof. We elaborate the case of the companion cone h~1Z~o®h~'Z~g. Let n := (n1,n2). Then

e~ tP1w1 e~ (p1+p2)w2 dpy dps
Th(wr, wy) ;:/ Py

(R+i0)2 $H(mp1)sh(whpy) sh(mp2)sh(mhp2) pi* (p1 + p2)™2

The contribution of the residues at p; = ik /h, p2 = ika/h where k1, ko > 0 gives

2 Z (euu/h)kl (_ewg/h)k1+k2 1
k1 k2 >0 [k1lgv [kl gv (h=1k1)m (A=1(ky + kg))™2 (79)

= WP 2Li (e e ),

O]

The analog of Theorem 4.6 for arbitrary quantum polylogarithms is obtained by a simi-

. . . . 1 . o
lar residue calculation. Since the function Py PN 2y has zeros of higher order at p; =

iks,iks/h where ks > 0, we get sums of companion series multiplied by powers of w,. Calculating
the residues at p; = iks/h we encounter the following derivatives, evaluated then at ps = iks/h:

d \1 1 T —i(pit D)2
( ) e 11 o (80)
dps sh (Wps) s (p1+--~+pj) 7

For the residues at ps = tks we get similar derivatives, with as; switched with b, at ps = tks:

5 Depth one examples

We consider integrals the depth one integrals for different countours a:

il / e~z @ '

o sh%(mp)sh’® (xhp) p"
If @ := g is a small counterclockwise oriented loop around zero, we get polynomials in z,
generalizing Bernoulli polynomials. If a := R+:0, we get the depth one quantum polylogarithms.

5.1 Quantum Bernoulli polynomials

Recall the Bernoulli polynomials By, (z):

o0

tetft tn
e ZBn@;)H.

n=0

Definition 5.1. Quantum Bernoulli polynomials are polynomials in w and h*' given by
—ipw d
Bl = [
ao b (mp)sh”(whp) P

To state the properties of the polynomials B

i (w) we need a polynomial

ab,n
w—mi(m—1))(w—7i(m—3))-...- (w—mi(1l —m)
Om(w) = ( ) (27rz')mm!) ( )

It is the unique degree m polynomial with the following two properties:
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e It satisfies difference relations
Aiﬂ'Qm(w) = Qm—l(w)7 QO(W> =1 (81)
e The roots of @, (w) form an arithmetic progression with the step 27i, centered at 0.

The weight of @,,(w) is 0. For example

Q) =1, Qw)=5= Q)= “ _2'Z7r ()2(:1'; ”

omi’

(82)

h

Theorem 5.2. The quantum Bernoulli polynomaials Ba’bn

(w) have the following properties.

1. BZ’b’n(w) s a polynomial in w of the degree a +b+mn — 1.
2. Differential and difference equations:

dBLy (@) = Bly 4 (2)deo.

a,b,n
AiWﬁBc}z,b,n(w) = BZ,b—l,n(w)’ (83)
AiﬂB(}ib,n(w) = BZfl,b,n(w)'

3. Asymptotic expansion when i — 0:

A 1

Bal,b,n (W) ~n-0 WB@U,(H_” (W) +....

4. The value at h = 1:
By yn(w) = Batbon(w)-

5. Relation with Bernoulli polynomials By (w) and polynomials Qn(w):

27"t w
Blo,(w) = ((n_>1)!Bn_1 <27r + ;> (84)
BZL,O,I(W) = Qa-1(w).

6. Modular property, or h <> 1/h symmetry: for any h € C* one has:

B, (w)=K"1BY" (w/h).

a,b,n b,a,n

7. Complex conjugation: B
B!, () = (-1)*""*'B},  (@).

a,bn a,

8. The w +— —w symmetry:
Bg,b,n(w) = (_1)a+b+nt,b,n(_w)'
9. The generating function

/ e*ipw dp
ao (80(7p) — 1) (sh(whp) — s) p — iu

B (wlr, s,u) ==
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Proof. We present an argument only if it is not totally straightforward.
1) A residue calculation.
5) The first claim is an easy calculation. The second is proved in the following Lemma.

Lemma 5.3. One has for m > 07

e—ipw
o = @t ®
For example, ‘ ‘
e~ thw e~ W w
— dp=1, —z'/ L =2
ao 5H(7P) a0 $H7%(7p) 2mi

Proof. Integral (85) satisfies recursion (81), which determines each next one uniquely up to a
constant. Furthermore, @, (w) = (—1)"Qm(—w), which tells that Qox+1(w) is divisible by w.
This, however, does not complete the proof, so we give a proof based on a different idea. Set

. e—ipw
Im(W) = 1 /ao de

Then one has a recursion

Lt (W) = Wlm(w +im). (86)

Indeed, integrating by parts we get
/ efipwiﬁb’m(ﬂp)dp = wln(2).
a0 dp

Since
d b (p) mm - (e + e P) LU 2tm - e~ P
_—— i = = ;
dp sh™ ! (mp) sh™(mp)  sh™ ! (mp)

we get (w —imm) - Iy (w) = 2mim - L1 (w — ). This is equivalent to (86). Therefore

L1 (@) = Q)L (@ + i7m) = Quu(w):

O
6) Done by a change of variables ¢ = p/h, preserving the isotopy class of the contour ay.
7) Done by a change of variables ¢ = —p, altering the orientation of «y:
- ipw do =
Bly) = (i [ S T
’ %5b (7Tp)5f) (Wﬁp) p (87)

—ipw

B (sl @)

a,bn

(_1)a+b+lin—1/ €

oo 5h°(wp)sh® (whp) p™

The extra — sign amounts to the change of the contour orientation.
8) It is obtained by a change of variables ¢ = —p. It does not change the contour ay. O

"The —i factor is just the factor i"~' in the case n = 0.
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5.2 Depth one quantum polylogarithms
They are the following integrals:

Fh (w) 'n_l/ e dp a.beZ necz
w): =1 —, , , .
@b k0 $(mp)ash(nhp)t pm =0

The next Lemma tells that they reduce to the classical polylogarithms when b = 0.

Lemma 5.4. i) One has for a >0, m > 0:

et eiipw m = i " ; w+mia
Z /R+io ﬁha(ﬂp)p ap = (dw) (Qa*l(w)ho(e ))-

In particular, it is a single-valued meromorphic function in z
it) One has for a >0, n > 0:

B —iPw dp n+k d\* ;
n1 / € & n < > <_> Qu_1(w) - Li, ewtmia)
R+i0 S (mp) p" Z k dw 1) + )

k>0

Formulas (89) look simpler for the generating series Li(xz;¢) := >, _ Lin(z)t" !

—1ipw d d -1 .
Z 1 / € ap gl oy (1 + t1d> Qa—l(w) - Li (eerma; t) )
w

"0 R-+i0 89" (7p) p"

Examples. 1. Note that Lip(e¥) = %Lil(e‘”) = % Then one has

. efipw wtmia 6w+m’a
Z /M s (rp) P = Qe @La(€T) = Qua (@) orm-

For example,

._1/ e*ipw d —e¥
? P= "
R-i0 5H(7p) 1 +e
—1ipw w
il/ 762 dp = i ¢ mE
R+i0 5b°(7p) 2mil—e
1 e ipw w24+ w2 —e¥
1 / 3 dp = ' 5 —.
R+i0 §0°(7p) 21(2mi)* 1+ e
2. Formula (88) for m =0 is

—inw k
i—l/R e dp _ Z (_d(i> Qa—1(w) - Lig (e47)

+io 80 (mp) p =

(89)

(90)

(93)

Proof. 1) We start with the m = 0 case. Let us calculate integral (91) using the residue theorem,
assuming that Re(w) < 0, using the rectangular contour Qx a bit over the real axis. The residues
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are at the points ik, k > 0. The residue at p = ik equals to the residue at p = 0 multiplied by

(—1)k2ekv, Lemma 5.3 calculaties the integral around p = 0. So we get

| o
Qafl(w) . Z( )ka kw Qa 1( ) Zek(w+z7ra) _ Qafl(w)

k>0 k>0 1

Formula (88) follows from this by differentiating by w.

wiTa)

— elwtima)”

ii) We prove (90) applying 1 + t*1% to the left hand side, using the fact that

n 4 d e~ dp z”_l/ e”Pw  dp
dw Jrii0 5H°(7p) p" R0 SH* (mp) pn1

Theorem 5.5. The depth one quantum polylogarithm fc?,b?n(w) has the following features:

1. Differential and difference equations:
df(}zl,b,n(w) ]:hbn 1(w>dw7
AimnFppn(@) = Fiy 1 o(w),
AirFlpn(w) = Fii o (@).

2. The limit when Rz — —oo, taken along a line parallel to the real axis:

lim .7-" n(2) =0.

Rz——o00

3. Let a,b> 0 and n > 1. Then F!

a,b,n
larities at the two integral posztwe cones:

{j:m'((2m +a)+ (2n+ b)h)) | m,n e ZZO} .

4. Asymptotic expansion when h — 0:

- k
h " n+k d . —
~h - a— -L n e
Fapbn(w) ~nso @rh) kéo ( I > ( dw) Qa—1(w) - Lipgnik (e )+

5. The value at h = 1:

" ntk d ’ w+mi(a
Fosalw) =" < k ) (_dw> Qat+b—1(w)Lnntkrt <6 i +b)> :
k>0

6. Complex conjugation:
Flpnw) = (1)L, (@),

a,b,n

7. The w <— —w symmetry:

Fhyow) 4+ (=)ol zh () = By pn(w; h).

a,bn a,bn
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(w) is a multivalued analytic function with the singu-



8. The h <— 1/h symmetry:
Flyn(w) = 8L (wh). (97)

b,a,n

9. Distribution relations:

el TR d N 2mi  2mih
" Fs (rw) = H H ]:(w+704+ S B).

a=

Proof. We provide the arguments only when they are not evident.

3) If A € Rsq the integral converges when |[Imz| < 1 + A. The claim follows from recursions
(94), and uses Property 2) for the normalization. Precisely, let n = 1. Then by Lemma 5.4

1) The function .7:57071(2) has simple poles at the rays £7i(2Z>¢ + a).

2) The function f&m(z) has simple poles at the rays £mih(2Z>0 + b).

Note that the roots of polynomials QQ,—1(z) and Qp—1(z/h) kill the poles at the centered at
0 segments of lengths a — 2 and respectively b — 2, with the steps 27i and 27wih.

The case n > 1 is obtained by the integration in z, and thus follows from the n = 1 case.
The case when i € C — (—00, 0] follows by an analytic continuation.

4) Follows by (89) from

Z'n—l e—ipw dp
Fh W) ~n / +... 98
sanl0) ~no (2mh)> Jryio sh(mp)® pttn 58)

5) Follows from (89).
7) Change the variables ¢ = —p. It changes the integration contour v to —v. Their sum is
a clockwise contour around 0. O

Example: Basic depth one quantum polylogarithms. They are given by the integrals
—ipw d
IR s R Y
Rrti0 $H(mp)sh(whp) p

and have the following properties:

1. Asymptotic relation to the n-logarithm

Lpt1(—e¥)

h n+1

‘Fn (OJ) h—0 27Th .

2. The differential and difference relations:
d]:,,:"(w) = ]-'fz’_l(w)dw
AixnF)(w) = Ln(—e*), (99)
A F (w) = BV Ly, (—e*/M).

3. Modular property:
FMw) + B F Y Mw/k) = 0.

Equivalently, the generating series F(w; ;t) := > oo FI (w)t™ ! satisfy

Flw;h;t) + F(w/h; —1/h;t/h) = 0.
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4. Relation with ¢-polylogarithms:
Flw) = Lin(e™;€™) — A" Ly (e7%/; ™). (100)
Equivalently, the generating series L(e?; e"™;t) := oo Lim(e?; ™M =1 satisfy
F(w; Bst) = L(e¥; ™ 1) — L(e‘“/h; et /h, ht).

5. Distribution relations:

r—1 s—1
2 2

Z Z }"T}Z(w + ?a + 27Tmﬁ) = r"_Qféh(rw).

S

1—r IBZ 1—s

a="3 2

6 Concluding remarks

Scattering amplitudes in the N' = 4 SUYM theory can be expressed via polylogarithms and their
generalizations. For example, the MHV n particles L—loop scattering amplitudes are weight 2L
functions on the configuration space Conf,(CP?) of collections of n points in CP3, considered
modulo the diagonal action of the group PGL4. It is invariant under the cyclic shift of the
points. The space Conf,(P3) carries canonical cluster Poisson structure, invariant under the
cyclic shift, and the related space Conf, (C*) carries a cluster Ky—variety structure.

What is role the cluster Poisson structure on Conf, (IP?) for the scattering amplitudes?

Any cluster Poisson variety 2~ admits cluster quantization | ], where the quantised al-
gebra of functions O,(Z") acts by unbounded operators in a cluster Hilbert space H 2. The
Hilbert space H.2 ® H o for a given cluster coordinate system c is realised as the Hilbert space
Lo(o7(Rsg)) of functions on the space of real positive points of the cluster Ky—variety <7 (Rx).
These Hilbert spaces for different cluster coordinate systems are related by the quantum dilog-
arithm intertwiners.

Suppose that the asymptotic expansion as A — 0 of a vector ¢f in the Hilbert space for a
single cluster coordinate system c is written as

©f ~ ele@M/h = where Fe(a,h) is a function on & (Rsg) depending on A. (101)
The vectors ¢f and cpg/ for two different clusters ¢ and ¢’ are related by the quantum dilogarithm
intertwiners. Therefore the stationary phase method shows that the A — 0 asymptotics of the
vectors ¢f in any cluster coordinate system c can be written in the form (101). Moreover the
functions Fe(a, h)jp—o and Fe(a, h)p—o for any two clusters ¢ and ¢’ are the same functions on

o (Rs), expressed in the cluster coordinates for the clusters ¢ and c’.

I suggest that the scattering amplitudes should have an hA—deformation, becoming vectors
AZL in the space of cluster distributions. These vectors should be expressed via quantum
polyylogarithms and their generalizations. In a given cluster coordinate system c, the asymptotic
expansion of the vectors AZ’L should have the form

AZ,L ~ eter @b where o, (a, h) is a function on Conf,(R% ). (102)

One should have
an,L(a, h)jp—o = the L—loop scatterring amplitude.

Similar conjectural cluster description of the correlation functions in the Liouville and Toda
theories is discussed in [GS, Section 6].
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