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Abstract

We study topological field theory describing gapped phases of gauge
theories where the gauge symmetry is partially Higgsed and partially
confined. The TQFT can be formulated both in the continuum and
on the lattice and generalizes Dijkgraaf-Witten theory by replacing a
finite group by a finite 2-group. The basic field in this TQFT is a
2-connection on a principal 2-bundle. We classify topological actions
for such theories as well as loop and surface observables. When the
topological action is trivial, the TQFT is related to a Dijkgraaf-Witten
theory by electric-magnetic duality, but in general it is distinct. We
propose the existence of new phases of matter protected by higher
symimetry.

1 Introduction and summary

Gapped phases of matter are described at long distances by unitary
Topological Quantum Field Theories. Thus it is of great interest to
try to classify unitary TQFTs, at least in space-time dimensions up
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to four. Since gauge interactions are ubiquitous in nature, it is par-
ticularly interesting to identify TQFTs which describe gapped phases
of gauge theories.

In the case when the microscopic gauge group is Higgsed down
to a finite group G, a complete classification (at least if no further
global symmetries are postulated) has been given by Dijkgraaf and
Witten [1]. Namely, topological actions in d dimensions are classified
by degree-d cohomology classes for G with coefficients in U(1). But
DW theories do not exhaust all possibilities. For example, in 3d there
are Chern-Simons theories, which are more general than 3d DW theo-
ries. In this paper we study another class of TQFTs which exist in all
dimensions and are more general than DW theories. These TQFTs
involve both 1-form and 2-form gauge fields, as well as O-form and
1-form gauge symmetries. 1-form gauge fields take values in the Lie
algebra of a Lie group G, while 2-form fields take values in the Lie
algebra of another Lie group H. There is a homomorphism ¢ from H
to G and an action « of G on H which enable one to write down a
consistent set of transformation rules. The quadruple G = (G, H, t, «)
is what is known as a 2-group (see the next section). It has been ar-
gued in [2] that such TQFTs describe massive phases of gauge theories
where the microscopic gauge group is partially confined and partially
Higgsed. More precisely, G is the part of the microscopic gauge group
which is not Higgsed, and the image of ¢ is the the confined subgroup
of G. In this paper we analyze such TQFTs along the lines of [1].

Topological gauge theories with higher-form gauge fields were in-
troduced for the first time in section 7 of [3] (see also [6] and section
5 of [7]). In the case of 2-form gauge fields, a detailed analysis has
been recently presented in [4, 5]. The present paper generalizes both
[1] and [4, 5] in the following sense. In the case when H is trivial, our
TQFT reduces to a DW theory. The other extreme is when H = G
and ¢ is a surjection. In this case the whole gauge group is confined,
but the theory may have a nontrivial “magnetic gauge group” given
by ker t. The corresponding TQFT has been studied in [4, 5].

Here is a brief summary of our results. We show that TQFTs
which describe phases with both Higgs effect and confinement depend
on the following data: a finite (possibly non-Abelian) group Ilj, a fi-
nite abelian group Ils, an action of II; on Ils, and a degree-3 group
cohomology class for II; with coefficients in IIs. Here II; is interpreted
as the low-energy “electric” gauge group while Il is the “magnetic”
gauge group. For every such quadruple and every d > 1 we con-



struct a lattice model in d dimensions generalizing the DW model.
It describes a lattice gauge field with gauge group II; coupled to a
lattice 2-form with values in IlIs. We classify possible action for such
models in dimensions 2, 3 and 4. In dimension 2 the theory is equiva-
lent to the DW theory for II;. In dimension 3 the action depends on
two parameters: a degree-3 cohomology class for II; with coefficients
in U(1) and a degree-1 cohomology class for II; with coefficients in
I, = Hom(II;,U(1)). In dimension 4 the action depends on three
parameters: a degree-4 cohomology class for II; with coefficients in
U(1), a degree-2 cohomology class for Iy with coefficients in Il,, and
a quadratic function on Il with values in U(1). We show that in
dimension 3 the lattice 2-form can be dualized to a lattice scalar with
values in ﬂg. In dimension 4 the lattice 2-form can be dualized to
a lattice gauge field provided only the first two terms in the action
are nonzero. We also classify TQFT observables, including surface
observables measuring the flux of the 2-form.

Recently DW theories found a new application: it has been argued
that topological actions for a DW theory with gauge group G classify
gapped phases of matter with global symmetry G and no long-range
entanglement [8, 9, 10]. Such gapped phases are called symmetry-
protected phases. We propose that there are more general phases
which are protected not by a symmetry group, but by a symmetry
2-group. While an ultralocal internal symmetry group acts on degrees
of freedom living on sites of a lattice, a ultralocal 2-symmetry acts on
both site and link variables. The groups II; and Il describe symmetry
transformations which live on sites and links, respectively. Gapped
phases protected by a 2-group symmetry G are classified by topological
actions for a TQFT based on G. In the special case when only the
magnetic gauge group Il is nontrivial (the case considered in detail in
[4]) it appears that the 2-group TQFT is equivalent to a special case
of the Walker-Wang TQFT [11, 12].

More generally, as explained below, in d space-time dimensions one
can contemplate symmetry p-groups with p < d, and accordingly one
can have gapped phases with short-range entanglement protected by
such higher symmetry.
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2 2-groups

We begin by recalling the notion of a 2-group [13] and its physical
interpretation [2]. The most concise definition uses the language of
higher categories. A (weak) 2-group is a weak 2-category with a single
object and such that all 1-morphisms are weakly-invertible and 2-
morphisms are invertible. This is analogous to the definition of a
group as a category with a single object and such that all morphisms
are invertible.

The most pedestrian definition goes as follows. A 2-group is a
quadruple G = (G, H,t,«) where G and H are groups, t : H—G is
a group homomorphism, and « : G—=Aut(H) is an action of G on H
such that the following two identities hold:

t(a(g)(h) = gt(h)g™", a(t(h))(K) = hh'h~". (1)

A 2-group defined in this way is also known as a crossed module.
The relation between the two definitions is this: G is the set of 1-
morphisms, H is the set of 2-morphisms from the identity 1-morphism
to all other 1-morphisms, the map ¢ assigns to a 2-morphism its target
1-morphism.

Let us give a few examples of 2-groups. One simple class of ex-
amples is obtained by taking G to be a connected simple Lie group,
t : H—G to be a covering map, and « to be given by conjugation:
h +— ghg~"', where g = t~'g. Note that while ¢! is multivalued, dif-
ferent choices are different only by elements of the center of H, and
therefore « is well-defined. A nontrivial finite example is provided by
H = G = Zy, t(n) = 2n, and a(n)(m) = (—1)"m.

We are interested in the case when G and H are Lie groups, and
the maps ¢ and « are smooth; such a 2-group is called a Lie 2-group.
The physical meaning of these data is as follows: G is the subgroup of
the microscopic gauge group which is not broken by the Higgs effect,
im ¢t C G is the part of G which is confined due to monopole conden-
sation (this subgroup is normal, as a consequences of the identities
(1), coker t = G/im t is the low-energy gauge group, ker ¢ is the group
whose elements label conserved magnetic fluxes (it is a subgroup of



the center of H; we will call it the magnetic gauge group). In the
above finite example, the unbroken gauge group is Zg4, its Zy sub-
group is confined, so the low-energy electric gauge group is Zs. The
magnetic gauge group is also Z, and the electric gauge group acts on
the magnetic fluxes by “charge conjugation”.

For groups we have an obvious notion of an isomorphism; for 2-
groups a better notion is that of equivalence (of 2-categories). This
notion does not preserve the sets G and H, it only preserves the sets
coker ¢t and ker ¢t. This is very reasonable from the physical point of
view: representations of coker ¢ describe electric sources visible at long
distances, elements of ker ¢ describe magnetic sources, but G and H
themselves are not observable at long distances. We will see that for
any 2-group G there is a TQFT which depends only on the equivalence
class of G.

It is thus natural to ask what sort of data describe the equivalence
class of a 2-group. It turns out it is a quadruple (111, Iy, «, 5), where
II; = coker t is a group, 1y = ker ¢ is an abelian group, « is an action
of II; on Il (it descends from the action of G on H, so we denote
it by the same letter), and 3 is an element of H3(BIIy,II3). Here
and below BG denotes the classifying space of principal G-bundles. If
the group G is finite, it is defined up to homotopy by the condition
mn(BG) =0 for n > 1 and m1(BG) = G [14]. By definition, there is a
principal G-bundle EG with base BG such that the total space of EG
is contractible. Group cohomology of G is defined in terms of EG.
Namely, if G acts on an abelian group M, we have an associated flat
bundle over BG with fiber M, and H*(BG, M) denotes the degree-d
cohomology of BG with coefficients in this bundle.

The definition of « : IT; —Aut(Il2) should be clear: one first checks
that the action of G on H maps ker ¢ to itself, and then that elements
of im t act trivially on ker ¢. This implies that coker ¢ acts on ker ¢.
Physically, this is also quite natural: the residual gauge group may
act on the magnetic flux, like in the case of the gauge group O(2n),
where charge conjugation is part of the gauge group and flips the sign
of the magnetic flux.

The definition of 8 is less obvious. Mathematically, one uses the
fact [15] that elements of H3(BIIy,Il;) can be interpreted as equiva-
lence classes of double extensions of II; by Ily, with a fixed action of
II; on IIs. That is, these are equivalence classes of four-term exact
sequences

1=, —H -G —II; -1,



where (G', H',t',a/) is a crossed module with coker ¢’ = Iy, ker ¢’ =
II5, and with o/ inducing our chosen action of II; on IIy. To get 3 we
simply take the tautological sequence

1—ker t—H—G—coker t—1

We will see that the TQFT depends on (I1y, I3, «v, 3) and nothing else.
However, the continuum action is more conveniently written using the
data (G, H,t,a). This is because we normally assume that IT; and
I, are finite (to ensure that the low-energy theory is gapped), but
to write down a continuum action it is convenient to work with fields
which take values in the Lie algebras of G and H.

The most basic example of a group arising from topology is the
fundamental group of a (pointed connected) topological space. This
group encodes the homotopy 1-type of a space. Similarly, there is a 2-
group associated to any pointed connected topological space which
encodes its homotopy 2-type. This 2-group has G = m (X1, o),
H = my(X, X1,20), where X; is a 1-skeleton of X, and z( is the
marked point. We will call it the fundamental 2-group of X. The
homotopy equivalence class of these data is encoded by the quadruple
(m1 (X, z0), m2(X, x0), o, B), where « is the usual monodromy action of
mon mo and § € H 3(B7T1, mg) is the so-called Postnikov invariant of
X.

3 2-gauge theory in the continuum

The path-integral of the DW theory is constructed as an integral over
the moduli space of flat connections with a structure group G. Sim-
ilarly, we can construct a TQFT whose path-integral is an integral
over the moduli space of flat 2-connections with a structure 2-group
G. But first we need to define the notion of a flat 2-connection on a
manifold X.

A flat connection for a group G can be defined as a homomorphism
from 71(X) to G. Similarly, a flat 2-connection for a 2-group G can be
defined as a “2-homomorphism” from the fundamental 2-group of X
to G. However, both of these definitions are not manifestly local and
therefore not suitable for constructing a TQFT . A local definition of
a flat 2-connection goes as follows [16, 17].

Let g, b be the Lie algebras of G and H. Let t : h—g be the
homomorphism of Lie algebras induced by the homomorphism of Lie



groups t : H—@G. Since ker t and coker ¢t were assumed to be finite, £ is
an isomorphism. Let & : G—Aut(h) be the action of G on b induced
by a. Let {U;}, i € I, be a cover of X such that all overlaps are
contractible. A flat 2-connection with structure 2-group G is defined
by the following data. On each chart U; one has a g-valued 1-form A;,
on each U;; one has a G-valued function g;; and an h-valued 1-form
Aij, and on each Ujji, one has an H-valued function h;j, so that the
following conditions are satisfied:

e On each Uij one has Aj = giingigl + gijdgi_jl — f()\z])

e On each Ujjj, one has g;; = t(hijr)gjk9ij, and
_h;jllc (A hijr + T 1 AR)
e On each Ujjp one has hyjihjp = ik - o(grr) (Rijk)-

We can also introduce h-valued 2-forms B; on each U; by B; =t ' F A
where f; = dA+ A A A. Alternatively, we can treat them as indepen-
dent 2-forms, with suitable gluing conditions on double overlaps, and
regard the condition Fyu, = t(B;) as an equation of motion.

Just like in the case of ordinary connections, there is a notion
of gauge equivalence of flat 2-connections. Let (A, gij, Aij, hiji) and
(A% 9155 Nijs h;jk) be a pair of 2-connections. A gauge-equivalence be-
tween them is a G-valued function g; and an h-valued 1-form A; on
each U;, together with an H-valued function h;; on every U;; such that

e On each U; one has
A} = giAig; ' + gidg; "t — T(N).
e On each Uj; one has g;; = t(hij)g;9i59; *, and

Ny o= g (alg) (Vi) + Xg) byt = algiy) (M)
thigdhi! + hit (At =T (4)).

e On each U;j; one has
hij = haka(gr) (higr)hiy ed(gy) (i)

There are also 2-gauge transformations between gauge transforma-
tions, see [16, 17, 2] for details.



If 2-forms B; are regarded as independent variables, then the action
in d space-time dimensions has the form

S = [ (1~ HB)).AY) + Sty

where b is a Lagrange multiple (d — 2)-form with values in g* and Sy
is a topological action which is invariant under gauge equivalence of
flat 2-connections. If we regard B; as dependent variables, then the
action contains only Si.,. Below we will determine the most general
form of S, in dimension 4 and lower.

For now, let us show that the moduli space of flat 2-connections can
be reformulated purely in terms of the data (IIy,Ils, v, 5). First, we
use the 1-form gauge transformations to set A4; = 0 (and consequently
B; = 0). This ensures that the 1-forms \;; is pure gauge:

Xij =T (gijdg;;"),
and simultaneously that for any two points p,p’ € U;; we have

9:;' (p)gi;(p) € im t.
Thus if we project g;; to II; = coker ¢, the resulting II;-valued function
is constant. We denote this function a;;.

Next, let us choose a map s : I[I;—G which is an inverse of the
projection G—1II;. In general, we cannot choose s to be a homomor-
phism, but we can always choose it so that s(z)~! = s(z~!) for all
x € II;. By definition, s(aij)gigl is a function on U;; which takes
values in im ¢. Thus there exists an H-valued function h;; such that
t(hij) = s(aij)gigl. Performing another gauge transformation, now
with A\; = 0, g; = 1 and h;; chosen as above, we bring the data defin-
ing a 2-connection to the form

A;=0, XNj=0, gi=s(ay)

In addition, the functions h;j;j : U;jr,—H are now constant. Thus the
equivalence class of the flat 2-connection is completely determined by
the constant functions a;; : U;j—1Iy and hyj, @ Ujjp—H. On every
Uijr. these functions satisfy a constraint:

t(hijr) = s(aix)s(aji)s(ak;)s

which implies that the functions a form a Cech 1-cocycle with values
n H1:
ajpajiag; = L.

8



Furthermore, h;;; can be expressed in terms of the functions a and a
constant function byj : Uyjp—1la:

hiji = biji f(Qik, aji),

where f: [Ty x Iy —H is some lift of f : I} x II;—im ¢ defined by
f(z,2') = s(z)s(z’)s(x - /)1, The functions b;j form a 2-cochain
with values in ITo. This cochain is a twisted cocycle, in the sense that
it satisfies

a(ag)(bijx) — biji + bikg — bjp =
Faisaji) f @i, arg) <J?(aila ari)a(s(am)) (f(aik, aji))il . (2)

Here we used additive notation for the group operation on Il,, since
Il is an abelian group. Note that the right-hand side takes values in
IIs = ker ¢, because f : II; x II;—im ¢ is a 2-cocycle.

The left-hand side of this equation can be interpreted as a differ-
ential d, in the Cech complex computing the cohomology of a local
system on X. This local system has Ily as its fiber and is associated
to the II; local system defined by the 1-cocycle a via the action of
II; on IIs. The right-hand side also has a nice interpretation, if we
recall [14] that a 1-cocycle a with values in II; can be interpreted as
defining a map a : X— BII;, and that a 2-group (G, H,t,«) defines a
class B € H3(BIly,Il5). Then one can show that the right-hand side
is a 3-cochain representing the class a*f.

To summarize, a flat 2-connection is determined by a 1-cocycle a
with values in II; and a 2-cochain b with values in a Ils local system
satisfying the twisted cocycle condition

0,b =a*p.

The residual gauge equivalences are described by constant IT;-
valued functions f; on each U; and by constant Ils-valued functions
pi; on each U;;. The former transformations act as follows:

aij = fragfits bigk = al(fi) (bijr)-

The latter transformations act trivially on a and shift the 2-cochain b
by a coboundary:

bijr > biji — (ajk) (1ij) — Hjk — [k



4 2-gauge theory on a lattice

The lattice formulation of the G gauge theory is most easily defined
with respect to a triangulation of the space-time X. The simplices
need to be oriented so that our formulas have the proper signs. This
can be achieved by ordering the vertices. We use the convention that
higher vertex labels point towards lower vertex labels since our group
elements act on the left. This is demonstrated in figures below. The
theory depends on neither the triangulation nor this ordering.

To get a lattice description of the G gauge theory we use the de-
scription of flat 2-connections in terms of the data (IIy,Ils, o, B) ob-
tained in the previous section. All one has to do is to rewrite the
cochains a and b and conditions on them in simplicial terms. Since
this is standard, we simply state the results.

A field configuration is an assignment of an element of A € II;
to each edge (1-simplex) and of an element B € Ily to each triangle
(2-simplex). These correspond to the cochains a and b of the previous
section. They are subject to the following constraints. Given a triangle
with edge variables Ag, A1, Ao, labeled in the ordinary way according
to the induced ordering on the vertices we have a flatness constraint

AgAT Ay =1, (3)
where the labeling and orientation is demonstrated in the figure below.
2
A1 AO

Ao

Labeling for edge variables on 2-simplices.

This ensures that the holonomy of A around any closed curve only de-
pends on the homotopy class of that curve. Note that group elements
are thought of as acting from the left.

There is also a constraint for every tetrahedron (3-simplex). For
a tetrahedron with face variables By, By, Bo, Bg € Ils labeled in the
ordinary way and edge variables Ag, A1, As € 11 labeled as shown in
the picture below, one requires:

a(Ao)(Bo) — B1 + By — By = (Ag, A1, Ay). (4)

10



Labeling for edge variables on 3-simplices.

Using the differential d4 on twisted cochains this constraint can be
written as

daB = B(A). (5)

There are two kinds of gauge transformations for this theory. First,
there are ordinary ( 0-form) gauge transformations depending on a 0-
cochain f with values in II;. Such a transformation acts on A as

follows:
A AT A Al = A fT, (6)

where A, is the value of A on an oriented 1-simplex v, and fy and f;
are the values of f on the two endpoints of . These transformations
also affect the B field:

By = B, = a(fo)(Bx) + (s (A, f) (7)
on each 2-simplex Y. Here ( is a Ily-valued 2-cochain satisfying
darC(A, f) = B(AT) — a(£)(B(4)). (8)

In what follows we adopt a simplified notation for the action of a 0-
cochain f with values in II; on a p-cochain v with values in a local
system with fiber IIs: instead of a(f)(r) we write f-v. Thus the
definition of ( takes the form

darC(A, f) = B(AT) — £ B(A), (9)
and the action of f on B takes the form
Bw— B = f-B+((A,f). (10)

The inhomogeneous term in the transformation (10) is necessary to
preserve the twisted flatness condition (5). Indeed:

das BT =das(f- B+ (A, f) = dyas(f - B) + B(AT) — £ B(A). (11)

11



A simple calculation shows

das(f-B) = f-daB = f-B(A),

hence the pair (Bf, AT) satisfies the condition (5).

Note that the equation (9) for ¢ always has a solution, since the
cohomology class of B(A) does not change when one replaces A by a
gauge-equivalent one (this follows from the fact that [ is closed). We
can even choose ( to satisfy the normalization condition

¢(17, f) =0, (12)

for all constant f € II; and gauge-trivial A = 19. This normalization
is possible since if f is constant, the cochain S can be normalized so
that 5(19/) = f - B(19).

The second class of gauge transformations are 1-form gauge trans-
formations depending on a 1-cochain a with values in IIs. These trans-
formations do not affect the 1-cocycle A, while B transforms as follows:

By, — B$ = By, + a(Az)(ap) — a1 + ag, (13)

for every 2-simplex ¥ whose boundary 0¥ is assigned ag,a1,a2. In
other words, B — B® = B+ dsa. These transformations preserve the
twisted flatness constraint for B since d4 = 0.

The 1-form gauge transformations have 2-gauge transformations
parametrized by an assignment of an element of Ily to each vertex
under which the 1-form gauge parameters a transform as

af = ay + g1 — a(Ay)(90); (14)

where 07 is assigned go,g1. One can check that two 1-form gauge
transformations related by such a 2-gauge transformation act identi-
cally on the fields.

1-form and 0-form gauge transformations do not commute in gen-
eral. Let a be a 1-cochain with values in the Il local system associated
to a II; local system, and f be a 0O-cochain with values in IIy. Let us
denote by (a, f) as a 1-form transformation with a parameter a fol-
lowed by a 0-form transformation with a parameter f. Then

(aaf):(oaf)o(avl):(f'aal)o(()?f)' (15)

For future use, we record the transformations of B and A under a
general transformation (a, f):

B“ = f-(B+daa) + (A, f), (16)

12



and
Avf = A7 (17)

When composing two gauge transformations, where the first one
is (a1, f1), it is often convenient to write the second one as (fi - a2, f2)
rather than (az, f2). We will use this convention below.

The reader might have noticed the similarity between S and ¢ on
one hand, and the Chern-Simons form and its descendant on the other
hand. This is not a coincidence, since the Chern-Simons form for a
compact Lie group G can be regarded as a 3-cocycle on the classifying
space of flat G-connections [18]. In superstring theory and super-
gravity, the Chern-Simons form modifies the definition of the gauge-
invariant field-strength of a 2-form gauge field B, while the descendant
of the Chern-Simons form describes how the B-field transforms under
ordinary gauge symmetries [19]. This is clearly analogous to how
modifies the flatness constraint on B (eq. (5)) and how ( enters the
transformation law for B (eq. (7)).

It is well-known that the descent procedure can be continued, so
that from the 2-cochain ((A, f) one gets a l-cochain (A4, f,g), etc.
Below we will need the definition of x only for A = 0, so let us describe
how it is constructed. By definition,

B(A9) —g-B(A) = das((4, g),

where A is an arbitrary 1-cochain with values in II; and g is an arbi-
trary O-cochain with values in II;. Let us set A = 1/, where f is an
arbitrary 0-cochain with values in II; (i.e. we let A be cohomologous
to the trivial 1-cochain). Then we get

B1) — g+ 8017) = dyusC(1Y g) = g -d ()" (1Y)
This equation implies that the 2-cochain

(gf) - C(Lgf) — 7¢O, ) = (gH) " ¢(17,g)

is closed for any 0-cochains f and g. Contractibility of EG implies
that this cochain is exact, i.e. there exists a l-cochain x(g, f) with
values in Il such that

(9./)dr(g, ) =g~ w(1, f) + <17, 9) = C(1, 9f). (18)

This 1-cochain x is the second descendant of .

13



The partition function is defined as the weighted sum over all
allowed field configurations, divided by the order of the group of
gauge transformations and multiplied by the order of the group of
2-gauge transformations. The weight must be gauge-invariant and
topologically-invariant, in the sense that the partition function must
be invariant under a subdivision of the triangulation. The most gen-
eral weight function satisfying these conditions will be described in
section 6.

5 Loop and surface observables

The above construction of the 2-group TQFT works in arbitrary space-
time dimension (and gives something different from the Dijkgraaf-
Witten theory in dimension 3 or higher). We now discuss observables
in this TQFT focusing on the 4d case.

The 2-group TQFT in 4d describes the phase with both electric
gauge group II; and magnetic gauge group Il and therefore admits
two types of loop observables and two types of surface observables.
Let us begin with loop observables. There are ordinary Wilson loops
for the lattice gauge field A; they are labeled by representations of II.
There are also disorder loop operators which correspond to 't Hooft
loops in the microscopic gauge theory. In the lattice formulation, one
chooses a closed path v on the dual cell complex and modifies the
twisted cocycle condition (4) on every 3-simplex 7} dual to an edge of
[ € v as follows:

Oé(Ao)(Bo) — By + By — By = ﬁ(Ao,Al,AQ) + Hj.

Here H; is an element of II,. One can think of the elements H; as
defining a dual 1-cochain with values in a Il local system on the loop
~v. The above equation implies that this cochain is a cocycle, so the
elements H; for different [ all lie in the same orbit of the II; action on
II,. Therefore 't Hooft loops are labeled by orbits of the II;-action in
1Is.

There are also order and disorder surface observables. Disorder
surface observables are defined by the condition that the II; gauge
field has a fixed holonomy along a loop linking a homologically triv-
ial surface ¥. In the lattice formulation, > should be thought of as
composed of 2-cells of the dual cell complex, and the insertion of the
disorder operator supported on > amounts to deforming the 1-cocycle

14



condition on A for every 2-simplex dual to the 2-cells of ¥. Such
surface observables are labeled by conjugacy classes in II;.

There are also Wilson surface observables are labeled by elements
of Iy = Hom(Ily, U(1)) which satisfy two conditions. First of all,
n e IT; must be invariant under the action of II;. Second, nop €
H3(Iy,U(1)) must vanish.

A quick way to see how these two conditions on 7 arise is as follows.
The Wilson surface measures the flux of B though 3. Thus it must
involve a product over all 2-simplices making up X, with each simplex
contributing a phase n(£B), where the sign is determined by the mu-
tual orientation of ¥ and the 2-simplex in question. Invariance with
respect to gauge transformations requires n to Ilj-invariant, giving
the first condition on 7. To obtain the second condition, note that the
Wilson surface observable should evaluate to 1 if ¥ is the boundary
of a 3-simplex and no 't Hooft loop intersects this 3-simplex. Apply-
ing ) to the twisted cocycle condition (4) we see that this is true if
no B(Ag, A1, Az) = 0 for all Ag, A1, As € TI;. More generally, suppose
the 3-cochain 7 o B(Ag, A1, A2) is not zero but is a coboundary of a
2-cochain on II; with values in U(1):

no B(Ag, A1, Az) = y(Ag, A1 Ag)y(Ag Ay, Ad) " 1y(A1, Ag)y(Ag, A1)~ h

Then one can modify the definition of the Wilson surface observable by
multiplying the weight assigned to a 2-simplex by a factor (Ao, A1).
The modified observable is trivial on an elementary 3-simplex, as re-
quired. On the other hand, if o 8 is not cohomologous to zero, no
local modification of the weight can solve the problem.

Apart from the surface observables measuring the flux of B, one
can also construct surface observables which are sensitive only to the
1-cocycle A. Namely, if we restrict A to a closed surface X, it defines
a principal G-bundle on ¥ with structure group I, and any class in
H?(BIIy,U(1)) gives a surface observable. Such observables are trivial
if ¥ is simply-connected, but are nontrivial in general.

The most general observable supported on a surface X involves
both the B fluxes and the A-holonomies along a marked 1-skeleton of
3. The II; invariance of such operators may rely on the transformation
of both A and B variables, so they are not necessarily products of
Wilson lines and Wilson surfaces.

In three dimensions the analysis is very similar, so we just present
the results. There are local operators (i.e. operators supported at
points) labeled by orbits of II; action on II5. These correspond to 't
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Hooft point operators in the microscopic gauge theory. There are two
kinds of loop observables: Wilson loops labeled by representations of
II; and vortex loops labeled by conjugacy classes in II;. Finally there
are Wilson surfaces defined in the same way as in four dimensions.
That is, they are labeled by a Ilj-invariant element 1 € IT, which
annihilates the class 3, together with a class in H2(BII;,U(1)).

6 Topological actions

As described in the appendix, the configuration data (A, B) are equiv-
alent to a simplicial map B from the spacetime X into the classifying
space BG of the 2-group. Gauge equivalence classes are homotopy
classes of these maps. This is analogous to the fact that a flat G-
connection can be viewed as a map to the classifying space BG. We
therefore define an action functional for a d-dimensional theory by
picking a class £ € HY(BG,R/Z) and setting

S(B) = 2ni /X B*L. (19)

This action is gauge invariant and manifestly topological.

To calculate the cohomology group HY(BG,R/Z) we need a good
understanding of the classifying space BG. This space can be taken to
be any space with G as its homotopy type. This implies 71 (BG) = IIj,
mo(BG) = Ilg, and all higher homotopy groups vanish. It also means
that the action of 71 (BG) on m2(BG) is given by « as well as a more
complicated condition involving the Postnikov invariant 5. In the
appendix we describe a cell structure for this space.

It turns out BG is a fibration over BII; with fiber B2II:

B%Tl, — BG

l

BIL;

Here B?II, is a space defined up to homotopy by the condition that
7o(B?113) = I3 while all other homotopy groups vanish. This fibration
is classified by the Postnikov class 3 € H3(BIl,Ily). We know the
cohomology of the base and fibers so we can use the Serre spectral
sequence to get a reasonable handle on the cohomology of BG. Details
of this spectral sequence are in the appendix.
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The Serre spectral sequence tells us that for 2-dimensional the-
ories, £ is a sum of two terms. The first term is an element of
H?(BI13,R/Z). This cohomology group is isomorphic to the group
I of homomorphisms Iy — R/Z. A character n € I, gives a
class on BG if and only if it is invariant under the action of II; and
n(B) € H3(BII1,R/Z) is zero as a cohomology class. An interpretation
of these conditions was discussed in the previous section.

The second term can be any element w € H?(BIly,R/Z).

The most general 2d action is therefore

S(B) = 2ri /X 0(B) + 2ri /X A,

where here B is the Ils-valued 2-form field and A : X—BII; is the
composition of the classifying map B : X — BG with the fibration
map BG — BII;. Equivalently this is the map X — BII; determined
by the A variables. Note that if X = S2, then since m2(BII;) = 0, the
pullback A*w always integrates to zero.

In three dimensions, we also find that £ is a sum of two terms.
The first term is an element w € H3(BII;,R/Z). The action depends
on this element only up to the addition of a term of the form 7(3),
where 7 is a IIj-invariant character of Ils.

The second term is an element A € H'(BII;,Il). As a cochain
on BG, X is closed only if (\,UB) € H*(BII;,R/Z) vanishes as a
cohomology class.

The most general 3d action is therefore

S(B) = 2ri /

(A*\,UB) +27Ti/ A w.
X X

Note that on a simply-connected space w does not contribute since
A*w is exact. On the other hand, athough A*)\ is exact, B is not
closed, so their contraction is not necessarily exact.

In four dimensions the action is a sum of three terms. The first
term depends on an element of H*(B?Ily,R/Z). This group is isomor-
phic to the group of quadratic functions ¢ : IIy — R/Z as discussed in
[4]. In order for this cocycle to extend to BG, it needs to be invariant
under the action of II;. This is equivalent to the quadratic function ¢
being invariant. In order for its extension to be closed, (5, —), needs
to vanish as an element of H 3(BH1,ﬂ2), where the bracket denotes
the associated bilinear form for q.
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The second term depends on an element A\ € H2(BIIy,II,). This
gives a cocycle on BG when contracted with the B-field only if (\, US)
is zero in H?(BIIy,R/Z).

The third term is an integral of a pull-back of w € H*(BIl;,R/Z).
The action only depends on w up to the addition of something of the
form (v,UB) for some v € H(BIIy,II,).

The most general 4d action is therefore

S(B) = 27ri/Xq*(q33)+27ri/X(A*/\,UB)—i—27ri/X.A*w,

where BB denotes the Pontryagin square of the B-field, and g, is the
map from the universal quadratic group I'(Il2) to R/Z corresponding
to q. This term is discussed in detail in [4]. Note that because of
the Postnikov class 3, it is only closed after applying g.. For simply-
connected X, as in the three-dimensional case, w does not contribute,
but A does.

In the case of Dijkgraaf-Witten theory in dimension d, the topo-
logical action depends on a class in H(BG,U(1)), and one can give
an explicit description of the corresponding cocycle as a function of d
variables living in G. From the mathematical viewpoint, this explicit
description arises from the standard complex computing the cohomol-
ogy of BG, while from the physical viewpoint the cocycle is the weight
attached to a d-simplex [1]. Similarly, one can give an explicit descrip-
tion of a class in HY(BG, U (1)) as a function of several variables, some
of them living in II; and some living in Ils, satisfying a certain condi-
tion. This condition can be understood mathematically as a cocycle
condition in a standard complex computing the cohomology of BG.
However, even in low degrees the formulas are quite unwieldy. For
this reason we only state them for d = 2. In this case the cocycle is a
function £ on Iy x IT; x Iy with values in R/Z. The cocycle condition
is

,C(Ao, AlAQ; BZ)—L(AOAl, AQ; Bl)—E(AQ, Al; Bg)—i—E(Al, AQ; Bo) = O,

where By is not independent but is expressed through the variables
Ay, Ay, Ay, B1, Ba, Bs by means of (4). 2-cocycles for II; can be iden-
tified with 2-cocycles for BG which do not depend on the 115 variable.

A 3-cocycle for a 2-group BG depends on three variables in I1; and
three variables in II;. In general, a d-cocycle depends on d variables in
IT; and d(d—1)/2 variables in IIs. They can be thought of as labeling
edge and triangles containing a given vertex of a d-simplex.
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7 Duality

Since the simplicial B-field takes values in an abelian group Ils, one
could try to dualize it. In dimension d the dual variable should live on
(d—3)-cells of the dual cell complex and take values in the Pontryagin-
dual group II, = Hom(II,U(1)). But in general a nontrivial topolog-
ical action for B obstructs the dualization procedure. An important
special case where the dualization can be performed is when the action
is either independent of B, or depends on it linearly. Let us perform
the dualization procedure in various dimensions.

For d = 2 the 2-group TQFT is essentially equivalent to the
Dijkgraaf-Witten theory with gauge group II;. First of all, the con-
straint (4) is not needed in this case. Second, the class 7 in the 2d ac-
tion must vanish, because otherwise the partition function on S? van-
ishes after one sums over the B-fields, which contradicts the axioms of
TQFT [20]. But then summation over B only produces an inessential
numerical factor, and the theory is clearly equivalent to the Dikgraaf-
Witten theory for II; with an action given by w € H?(BIly,R/Z).

For d = 3 the action is always linear in B, as explained in the
previous section. Therefore the dualization is always possible. We
impose the constraint (4) by means of a Lagrange multiplier field C
which lives on dual 0-cells and takes values in f[g. Thus we add to the
action a term

omi /X (C, 548 — B(A))

and treat B as an unconstrained 2-cochain with values in Ily. For
simplicity, let us first assume that II; acts trivially on II,. Then the
differential d4 becomes the usual Cech differential §, and summing
over B produces a constraint

5C = — A"\,

where A\ € H'(BIIy, IIy).

Since we assumed for now that « is trivial, the group H!(BIIy, ﬂg)
is merely the group of homomorphisms from II; to II,. Thus the
constraint on C reads explicitly

Cr— Co+ A(4;) =0,

where [ is a 1-cell of the of the dual cell complex with source and
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target 0 and 1.! This constraint is gauge-invariant provided we assign
to C' a nontrivial transformation law under II; gauge transformations:

C— C+ Af),

where f is a 0-cochain with values in II; parameterizing a gauge trans-
formation. Thus the dual theory is a topological sigma-model with
target II, coupled to a topological 3d gauge theory with gauge group
II;. The group II; acts on I1, via the homomorphism A. The action
of the gauge theory is

S—27m'/ .A*w—i—2m'/ (C, A*B).
X X

Note that while the first term is the Dijkgraaf~-Witten action of the 3d
gauge theory, the second term is of a different nature.

The case of nontrivial « is not very different. The constraint on C'
now reads

04C + A(A) =0.

The transformation law for C' is now more complicated:
C=a(f)(C) + A(f),

where & denotes the action of II; on f[g dual to the action of II; on
IIs. The dual theory is again a gauged topological sigma-model with
the same action as above.

For d = 4 we need to assume that the first term in the topological
action vanishes (i.e. ¢ = 0). Then the action is again linear in B, and
B can be dualized to a 1-cochain C with values in IIs. Performing
summation over B we find a constraint on C' which reads

54C = M(A),

where ) is a cocycle representing a class in H?(IIy, ﬂg) We also have
the usual constraint which says that A is a 1-cocycle with values in
II;. One can show that these two constraints can be interpreted as
the flatness constraint for a gauge field (A, C) taking values in an
extension of Iy by I1, determined by a and A. Thus the dual theory

'Here we neglected the fact that the field A was originally only defined on the 1-cells
of the original triangulation. In more detail, one needs first to pass from the simplicial 1-
cochain A to a IT; local system on X and then restrict to the 1-cells of the dual cell complex.
The first step involves a certain arbitrariness which does not change the conclusions.
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is a topological gauge theory with this extension as the gauge group.
The action is necessarily of the DW type and has the form

S:2m'/ A*w+2m'/ (C,UA"S).
X X

Note that even if the original 2-group TQFT had a trivial action (i.e.
A and w vanish), the dual theory has a nontrivial action which is
determined by . On the other hand, the class A which parameterized
the action of the original theory enters the dual theory only through
the structure of the gauge group.

8 Phases protected by higher symme-
try

8.1 SPT phases and TQFT

Recently, the Dijkgraaf-Witten TQFT was used in a novel way, as a
tool to classify symmetry-protected (SPT) phases without long-range
entanglement [8, 9, 10]. These are phases of matter which have three
properties: (1) they are gapped; (2) they have a global symmetry
group G which acts ultralocally; (3) the TQFT describing the low-
energy limit is trivial. Here by an ultralocal action of a global sym-
metry we mean that there is a lattice realization of the phase where
the symmetry transformation only mixes degrees of freedom living on
a given vertex (0-cell).

It was proposed in [8] that SPT phases in space-time dimension d
with a finite internal 2 symmetry group G are classified by elements of
HY(BG,U(1)). Let us provide an interpretation of this classification
scheme in TQFT terms (see also [10] for a very similar discussion). We
use the fact that a lattice system with an ultralocal internal symmetry
can be canonically coupled to a flat gauge field with structure group
G. Indeed, locally any flat G-connection is a pure gauge, i.e. a gauge
transformation of the trivial connection. This gauge transformation
is defined up to a constant symmetry transformation in G. Since the
system is local, the lattice action is a sum over all vertices

> Su(9),

2We will focus on the case of finite internal symmetry, but one can generalize it to the
case when G is a compact Lie group which might involve time-reversal.

21



where each term S, depends only on the degrees of freedom in the
immediate neighborhood of the vertex. Since the symmetry acts ul-
tralocally, each .S, is separately invariant under constant symmetry
transformations. We define the action of the system coupled to a flat
background gauge field as a sum

> Su(¢9),

where ¢9 is a transformation of the field configuration by a local gauge
transformation g describing the flat connection. Since different choices
of g differ by constant symmetry transformations, this expression is
well-defined and gauge-covariant. Now we can integrate out the mat-
ter fields and obtain an effective action for the flat gauge field. It
is necessarily topological and therefore must arise from a class in
HYBG,U(1)).

It is natural to ask whether more general 2-group TQFTs we have
studied here and in [2, 4] are related to new phases of matter not
covered by the group cohomology classification. The role of the sym-
metry group G is taken by a 2-group G. In this more general setting,
a global symmetry transformation is parameterized by an element of
II; and a flat gauge field with gauge group Ils. The action of G is as-
sumed to be ultralocal, in the sense that the system can be canonically
coupled to a flat 2-connection (A, B) with structure group G. If the
system is gapped and the ground state has short-range entanglement,
one can integrate out the matter fields and obtain a topological action
for (A, B) which is described by an element of H%(BG,U(1)).

In the case when Il is trivial, this reduces to the group coho-
mology classification of SPT phases. The opposite extreme is when
II; is trivial. In this case G is completely determined by an abelian
group Ils, and phases protected by such a 2-symmetry are labeled
by H?(B*I,,U(1)). The first nontrivial case is d = 4, where Ils-
protected phases are classified by quadratic functions on Il with val-
ues in U(1). The same data classify pre-modular braided tensor cat-
egories whose simple objects are labeled by elements of II,. Since
pre-modular categories are also used in the construction of Walker-
Wang TQFTs [11], it seems likely that 2-group TQFTs with trivial
II; are a special case of Walker-Wang models. Indeed, it has been
conjectured in [11] (see also [12]) that in the continuum limit Walker-
Wang models based on Z, are described by a BF action deformed
by a term B A B. This agrees with the continuum description of the
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2-group TQFT discussed in [2, 4].

A simple example of a system with an ultralocal 2-symmetry is
given by a Yang-Mills theory with gauge group G where all matter
fields transform trivially under the center of G. Then the symmetry
2-group has II;y = 0 and II; = Z(G). The system can be “minimally
coupled” to a flat B-field with values in Z(G). Essentially, this means
that one performs the path-integral over Yang-Mills gauge fields with
structure group G/Z(G) and a fixed 't Hooft flux described by B.
The resulting function of B must be an integral over X of a pull-
back of a class in HY(B?>Z(G),U(1)). In the case d = 4, one can
interpret the elements of this group as labeling discrete theta-angles
in the underlying Yang-Mills theory [21, 4].

Even more generally, if one dealing with a gapped phase in space-
dimension d, symmetry transformations may live on cells of all dimen-
sions up to d. This situation is most natural when the “matter fields”
involve gauge fields of all form degrees. The symmetry structure in
this case is described by a d-group, i.e. by a d-category with a single
object and invertible 1-morphisms, 2-morphisms, etc. SPT phases in d
dimensions with symmetry d-group G should be classified by degree-d
cohomology of the classifying space of G. This classifying space has
homotopy groups which may be non-vanishing in degrees up to d.

8.2 Boundaries of SPT phases

In the case of an SPT phase protected by a finite symmetry group
G, the nontriviality of the corresponding class in H4(BG,U(1)) has
interesting physical consequences for the boundary behavior of the
phase [9]: the boundary cannot be gapped without either breaking
symmetry or introducing long-range entanglement. The same appears
to be true in the case of phases protected by a d-group symmetry.
Namely, the boundary cannot be gapped by any perturbation which
preserves G as an ultralocal symmetry and does not create long-range
entanglement. Indeed, if such a perturbation existed, one could couple
the system to a flat d-connection and integrate out the matter fields
even in the presence of a nonempty boundary. This should produce a
topological action for the flat d-connection which is is gauge-invariant
on a d-manifold with a boundary. Such an action should have the
form
S = 27T2'/ A*w — 2 A%
X

0X
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for some 1 € H ' (BG,R/Z). But this action is gauge-invariant only
if w = 1, which contradicts the nontriviality of w € HY(BG,R/Z).
Thus if G is preserved on the boundary, the boundary can be gapped
only at the expense of creating a topological order on the boundary.
Moreover, neither the bulk action, nor the boundary TQFT action are
separately gauge-invariant in this case (there is an “anomaly-inflow”
from the bulk to the boundary). Thus G is realized anomalously on
the boundary, and this anomaly is measured by w.

Alternatively, if we insist on having no topological order on the
boundary, G must be explicitly or spontaneously broken there, and
we can describe possible patterns of symmetry breaking. Namely, G
must be broken down to a d-subgroup H such that w becomes exact
when restricted to H, w|g = d. Only then is it possible to write a
gauge-invariant effective action in the presence of a boundary.

8.3 Lattice realization of an SPT phase

As in [8], we can give descriptions of ungauged ground states that
realize this phase in the “group cohomology” basis. Suppose that G is
a 2-group described by a quadruple (I, Iz, a, 3), as above.? Let M
denote the spatial manifold. We will compute the ground state on M
by performing the path integral in the TQFT over a spacetime with
boundary M. For example, if M is a sphere, we take our spacetime B
to be a ball. For these theories, spacetime does not need to be smooth,
so we can always take spacetime to be C'M, the cone over M.

A map from C'M to BG is the same thing as a map from M to BG
along with a nullhomotopy. In other words it is a gauge transformation
for a G gauge field living just on the spatial slice M. This gives
us a way of describing the map from the cone purely in terms of
configurations on M and for G an ordinary group, and in this way we
reproduce the description of ground states in [§].

Concretely, a configuration of the “matter field” ¢ will be an as-
signment of an element of II; to every vertex, an element of Ils to
every edge, Il3 to every face, and so on, for which a single d-simplex
is pictured below with 2-group labeling, with ¢; € II, a; € Il5.

3The case of a general d-group is algebraically more involved.

24
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a

Spatial Slice
$1

%o

t = —o00

Triangulation of part of C'M, with the cone point at time past infinity.

The ground state in the basis |®) is
lw) = Zexp [2772'/ w(d®)]|®). (20)
b CM

The integral over C'M indicates a sum over all simplices as above. The
integrand is formed from a cocycle representative w of the class of the
action (note different representative give different states in the same
phase). This d-cocycle is evaluated on each simplex using the labels
given by ¢. The notation d® indicates the induced map CM — BG.
It means that we first extend ® by the identity on all labels on the
interior of CM. Then d® is the gauge field generated by a gauge
transformation parametrized by this extension. Finally, w is evaluated
on this gauge field in the ordinary way to obtain an element of R/Z.
We draw it below for the figure above using the rules derived in section
4.
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a(¢o)(ag — a1 + az)
+¢(1,9)

®2

b1
%o

™ $1

Note that since d® is a gauge transformation, w(d®) is exact, and
0 [y w(d®) reduces to an integral over the boundary 0CM = M,
ie. the spatial slice, so (20) is of a very similar form to the states
considered in [8]. In particular, it is short-range entangled in the
sense of [8].

Let us derive the action of the 2-group G on the matter fields.
When the matter field configuration ® = (a, ¢) is trivial, a parameter
of the global G symmetry is the same as a parameter (), f) of a gauge
symmetry except that f is constant and dA = 0. A global symmetry
transformation (A, f) should act on the matter fields ® — @ so that
d®’ = d®? M| where on the right-hand side we have a gauge trans-
formation with a parameter (¢ - A, f). This will ensure that the state
|w) is invariant (see below). Let us use this property to deduce ®’.

Let ® = (a, ¢), then d® = (B, A), where

B=((1,¢)+ ¢ -da, A=17 (21)

If we transform this field configuration by (¢ - A, f), the 2-form part
becomes

FC, )+ (fo) - dr+C(1% f) + (fo) - da.

Since d\ = 0, the second term vanishes, and by (12) and since f is
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constant, so does the third. We are left with

f-(C(1,¢) + ¢ - da).

Compare with (21). Meanwhile the 1-form part of d®’ is simply 17¢.
One can easily check that the same 2-connection can be obtained

by acting on a trivial 2-connection by a gauge transformation parametrized

by ® = (a+¢- A+ k(f,9), fp), where k was defined in (18). In other

words, the global symmetry transformation rules for matter fields are

o fo,
a—a+¢- A+ E(f,9).

Further, since w is invariant under the simultaneous action of 7w on
itself and on 7y, the global symmetry transformation preserves w(d®)
and therefore simply permutes the summands in |w), leaving the state
invariant. Gauging the symmetry leads to the 2-group TQFT with
cocycle w.

8.4 Examples

Let us collect here a couple examples of a interesting 2-groups. First is
the 2-group with IT; = (Z/p)3, Ily = Z/p, « trivial, and (a1, as,a3) =
aiasas. A crossed module that realizes this 2-group is

Z/p — UT(p,3) — UT(p,4) — Z/p°,

where UT (p, k) is the group of upper triangular kxk matrices over F),
with 1s on the diagonal (generalizing the Heisenberg group k = 3).
The center map places the three northeast elements of a 3x3 matrix
into the three northeast elements of a 4x4 matrix.

We have already computed

C(a, f) = filaz + df2)(az + df3) + a1 f2(a3 + df3) + araz f3.

and

k(g,9) = —g192des.

Under a global symmetry transformation parametrized by (g, \) we
therefore have

o1 o1+ g1
P2 = P2 + go
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¢3+— ¢3+ g3
a—= o+ A— 91¢2d¢3.

Our next example is a 2-group with Iy = Z/p, Iy = Z/p, « trivial,
and 53
a
B a) = aia
(a) ’

where a denotes a lift of a, which is ordinarily just defined mod p, to
an integer-valued cochain. Thus S is an integer defined mod p. We
have used this lifting throughout the paper so far, where we might
write 5 = ada/p, but it will be important for trivializing 5 that we
keep it explicit here. The derivation is a little bit technical, so one
can feel free to skip to the global symmetry transformations.

Indeed, plugging in a gauge trivial configuration a = §f, the
abridged notation makes 3 look identically zero since 52 = 0. How-
ever, 00 f # 0. Below we illustrate for p = 2 how an f supported at a
vertex with both an incoming and outgoing edge has this property.

0

e

An f with 86 f # 0.

On the other hand, gf = (5.]? mod p, so since [ is defined mod p
we can write _ _
~00 ~00
so1) = o7 = a7

Call the potential in parenthesis on the right hand side (0, f). Next
we consider for constant g

C0.F)—C(0.f +g) = a“pf — 5EB()).

Here B(f) is an integral 1-cochain taking values 1 and 0 only, whose
value on an edge v is 1 iff the value of f at the source of ~ is larger
than the value at the end of v . Let us show that indeed dB(f) =

(557” /p. When forming f and 5?, we use an integral lift with values in
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[0,p — 1]. Then the edges for which we must add p to make the value
of the 1-cochain gf lie in this interval are the ones for which ¢ f is
negative. Since 0 f on an edge 0 — 1 is f1 = fo, this occurs iff fo > fi.
When computing 64 f, the values of f all cancel, and we are just left
with these ps, which we divide by p to get 1s. Putting this together,
36f/p = dB(f). The descendant potential we defined above for this
example is thus (g, f) = —gB(f).

In the above description of the ground state of an SPT with this
symmetry group, we have matter consisting of Z/p labels ¢ at vertices
and Z/p labels a along edges. Under a global symmetry parametrized
by (g, A) we have

b= od+g
o a+A—gB(¢).

Gauging this symmetry produces a gauge field with gauge group given
by the 2-group just described.

Appendix: Classifying space of a 2-group

In this section we implicitly think of G as a 2-category.

The classifying space of a 2-group G is a topological space BG with
G as its homotopy type. We can construct BG inductively as a cell
complex with 1 0-cell, 1-cells corresponding to 1-morphisms in G, 2-
cells corresponding to 2-morphisms, 3-cells corresponding to relations
among the 2-morphisms, 4-cells added to kill any 73 introduced in the
previous stage, 5-cells added to kill any 74, and so on. Note that the
relations among 1-morphisms are imposed by inserting the identity
2-morphisms, and any 7 created among these is killed by the 3-cells
imposing the relations among 2-morphisms.

Consider a configuration for the G gauge theory. Using a section
s : II; — G to make the A variables live in G and including the B
variables in H, we can interpret this configuration as a composable
diagram in G. Mapping each 0-cell of X to the unique 0-cell of BG,
1-cells to the 1-cell of the corresponding 1-morphism (an element of
G), and 2-cells to the 2-cell of the corresponding 2-morphism (this is
generally an element of H but the constraint (3) implies it is actually
an element of Ilp), we obtain a map from the 2-skeleton of X to
BG. The 3-cell constraint (4) implies that we can extend this map
to all of X. Changing which section one uses amounts to a gauge
transformation of the original configuration.
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Conversely, by cellular approximation any map X — BG gives us
a configuration for the G gauge theory. Cellular homotopies are gauge
transformations, so we always get gauge-equivalent configurations if
we pick a different cellular approximation.

There is a map of 2-groups, which may be thought of as a functor,
from G to the group II; (considered as a 2-group with only identity
2-morphisms) given by identifying isomorphic 1-morphisms in G. This
gives a map on the 3-skeleton of BG to BII;. Since the higher cells
are added to kill homotopy groups for each space, we can inductively
extend this to a map BG — BII;. The fiber of this map over the
unique O-cell of BII; is the classifying space B2IIy of the group of
2-morphisms from the identity 1-morphism to itself. This space has
second homotopy group Il and all others vanishing.

This map is well known to be a fibration

B?1l; — BG

|

BII;

)

which is classified by the Postnikov class 3 € H3(BIly, IIy). For this fi-
bration, the E? page of the Serre spectral sequence is the a-equivariant
cohomology HP(BIly, H1(BIl,7Z)). The shape of the relevant piece
is

*
0 0 0

* * * *

0 0 0 0 0

0 0 0 0 0 0

Z 0 * * * * x

Note that p labels the columns and g labels the rows.

The bottom row is HP(BIly,7Z).

The rows with ¢ = 1, 2, 4 all vanish because Hurewicz’s theorem im-
plies Hy (B, Z) = H3(B*1l5,Z) = 0. From the universal coefficient
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theorem it then follows H'(B?Il3,7Z) = 0, and since all cohomology
classes on B?Il, in positive degree are |IIy|-torsion, the 2nd and 4th
cohomology groups also vanish.

The universal coefficient theorem also tells us that H3(B%Ilp) =
Hom(Ily, R/Z) = Iy, so the ¢ = 3 row is HP(BIIy,II,), where II;
acts on Il via a. For example, H°(BIly, f[g) is the subgroup of II;-
invariant characters in ﬂg.

It is also known that H®(B%Ily,Z) = H*(B*Il3,R/Z) is the group
of quadratic functions ¢ : IIy — R/Z [22]. The isomorphism is dis-
cussed in detail in [4]. The group in the (0,5) spot in the top left is
then the subgroup of II;-invariant quadratic forms.

The first possibly non-zero differential is on the E3 page:

HC(BII,, H°(B*1y, 7)) — H3(BIl, II,).

We find it difficult to prove, but we believe that this map sends an
element of the left-hand side, which is a IIj-invariant quadratic form
q : Iy = R/Z to (B,—)q, where the bracket denotes the bilinear

pairing (z,y)q = q(z +y) — q(z) — q(y).
The next possibly non-zero differentials are on the E* page:

HY(BILy, 1y) — HY4(BILy, Z) ~ HIT3(BIL,, R/Z).

This map is contraction with 5.
The last relevant possibly non-zero differential is on the E® page:

H°(BILy, H5(B*11,, 7)) — HS(BI,, 7).

We believe this differential is actually zero.
This is enough to give the description of the topological actions we
give in section 6.
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