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ABSTRACT. — We explain our approach to the problem of counting rational
points of bounded height on equivariant compactifications of semi-simple groups.
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1. Introduction

Let G be a linear algebraic group, S C G a subgroup and S\G the cor-
responding homogeneous space, all assumed to be defined over a number
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field F'. We consider G-equivariant embeddings
S\G — P".

Such embeddings arise from a choice of an F-rational projective repre-
sentation ¢ : G — PGL, 1, together with a point py € P"(F) with
stabilizer S.

The standard height on F-rational points of P" is defined by

H :PY(F) — R.,
r=(xg,...0,) — H(z) = [[, Ho(v),
Hy(z) = max;(|a;l.),

the product over all valuations v of F'. More generally, one considers
heights whose local factors coincide with the above at almost all v and
differ from the above by a globally bounded function at the remaining v.
For example, one could choose H,(z) = (3= |7;]7)"/? at a real v.

We are interested in the asymptotic distribution of the number N (o, B)
of F-rational points on H\G of height < B, as B — co. In many cases,
one finds

(1.1) N(o,B) ~ c- B?log(B)*™*,

with a € Q,b € N and c € Ry (see [7],[2],[17], [4]). There is a concep-
tual interpretation of these constants in terms of global geometric and
arithmetic invariants of the associated algebraic variety X, the closure of
the G-orbit through pg (see [7],[1], [13] and [3]).

The proofs of the above asymptotics rely on harmonic analysis on
corresponding adelic groups. Note that results of type (1.1) are quite
nontrivial even when unitary representations of the adeles G(Ap) are
well-understood. For example, we still don’t know how to treat gen-
eral equivariant compactifications of the Heisenberg group (the case of
bi-equivariant compactifications is considered in [16]). For semi-simple
groups we need to appeal to rather nontrivial results from the theory of
automorphic forms: multiplicity one, uniform bounds of matrix coeffi-
cients, Eisenstein series, spectral theory etc.

We now give an outline of our approach in a special case. Let G be
a split semi-simple group of adjoint type over Q. Consider the Cartan
decomposition G(A) = KAT K, where K =[], K, is a maximal compact
subgroup and A* =[], A (and the product is over all valuations v of Q).
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Here Al (resp. AY) can be identified (via the logarithmic map) with the
monoid a*t (resp. cone al) in the Lie algebra a (resp. a, := a®@R), dual
to the monoid (resp. cone) spanned by simple roots of the corresponding
maximal torus A. Fix a triangulation ¥ of a® (resp. al for archimedean
v) into simplicial subcones o and let A be a continuous R-valued function
on a (resp. G.) which is linear on every cone o € ¥. For example, we
may take

(1.2) AMay) = (s, a@y),

where s € af ® R and @, = log(a,) € a,, a, € A(Q,). Put ¢, = p for
v =0p, q, = e for v = 0o and define

H,(\, g0) = ;) and H(X,g) =[] Ho() g.).

where g = (¢,) € G(Ag), g» = kva,k, with k,, k), € K, a, € A}.

PrROBLEM 1.1. — Study the analytic properties of the zeta function
(1.3) Z(\s,9)= ), H\yg)™
YEG(F)

For A chosen as in (1.2), the zeta function (1.3) encodes information
about the distribution of rational points of bounded height on “wonder-
ful” compactifications of G studied by de Concini and Procesi in [5]. The
study of arbitrary bi-equivariant compactifications of G can be reduced
to other A.

The main goal of this paper is to explain in detail how our approach
works in the simplest case: P? considered as the wonderful compactifica-
tion of PG Ly over Q. The counting problem itself is trivial, but it allows
us to focus on the method, which covers (verbatim) wonderful compact-
ifications of rank one semi-simple groups of adjoint type and highlights
the technical difficulties one faces for groups of higher rank. Compact-
ifications of anisotropic forms of semi-simple groups of adjoint type are
treated in [15].

2. Basic definitions and results

NOTATION . —
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-V =Vy:=42,3,5,...,p,...,00} - valuations of Q;

— G = PGLs,, A the (diagonal) torus, N upper triangular unipotent
matrices, P = N A the Borel subgroup;

— a ~ 7Z - Lie algebra of A, a* its character lattice;

- K,=G(Z,), Ky = Hpr, Ko =50(2) and K = K x Ky;

— forv e V, let G(Q,) = N, A, K, and K, A} K, be the Iwasawa, resp.
Cartan decompositions;

G:GC::{(CL 1) ‘a2c>O}CG(R)<—>G(A)

a Siegel domain, G(A) = G(Q) - & - Q, for some compact Q2 C G(A);
— dg =[], dg, = dn da dk normalized Haar measure,

/ dkvzl,/ dn = 1;
v N(@\N(4)

10\
0 pf )

— 3= #(g) universal enveloping algebra of g = Lie(G(R));

— A € Y - the standard Casimir element (Laplacian);
—Ts={seC|R(s) >4+0};

— L2:= L*(G(Q)\G(A)), unless noted otherwise, || - || the L>-norm.

— vol,(£) := vol(Kyal K,), where af =

Represent an element in A(Q,) in the form

a, 0
o 1)’

(with a, € Q,) and define two local height functions:
(2.1) Hy: gy = koask, + |av|111/2
‘ Xv,P+ Gv = nvavkv — |av|u

Define the global heights by
(2.2) H = H H, and xp:= Hxv’p

REMARK 2.1. — Fory € P(Q) we have xp(vg9) = xp(g) (by the product
formula) and y5' is the usual height on P(Q) = P(Q)\G(Q).
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REMARK 2.2. — The group G has a (canonical) compactification

G:{(Z 2)}<—>IP’(End(V)):]P’3:{(a:b:c:d)}

which is equivariant for the action of G' on both sides. A standard height
on P3(Q) is

Va2 + b2 +c2 +d? H max(|al,, [b],, |clp, |d]p)-

p

Its local factors are identical with (2.1).

The main object of interest is the height zeta function
(2.3) Z(s,9):= Y H(vg)™"
7EG(Q)

The convergence of the series in the domain R(s) > 0 (for fixed g) is a
special case of a general fact: let X be any projective algebraic variety
over a number field F', and H any height induced from a projective
embedding of X. Then the height zeta function

Z(H,s)= Y Hx)"
zeX(F)

converges absolutely and uniformly on compacts in the domain $(s) > 0.

PROPOSITION 2.3. — There exists a o > 0 such that the series
> H(yg)™"
7€G(Q)

converges absolutely and uniformly on compacts in the domain T, x G(A)
to a function Z(s,g) which

(1) is continuous in g;
(2) is bounded on G(Q)\G(A);
(3) has bounded A-derivatives.

In particular, in this domain, Z(s,g) and all its A-derivatives are in L2,
Proof. — By reduction theory, G(A) = G(Q) - & - €2, where Q C G(A)
is some compact and & a Siegel domain. Now we use the following easy
property of the height: there exist constants c,r > 0 such that

— H(yaw) > cH () for alla € 6,w € Q and v € G(Q).
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In particular, there exists an r > 0 such that for all ¢ € G(A) one has
Z(R(s),9) < Z(rR(s),e) < oo for R(s) > 0.

Since A commutes with the K-action, it suffices to prove (3) on matri-
ces in AL . Explicit formulas for the height and for A give the result. [J

A solution of Problem 1.1 in our special case is given by

THEOREM 2.4. — There exists an € > 0 such that Z(s,e) admits a
meromorphic continuation to T_. with a unique simple pole at s = 4.

In the analysis of Z(s, g) we use the Eisenstein series:
(2.4) E(s,9):= Y. x(s,79),
YEP(Q\G(Q)

where x(s, g) := xp(g)*™/2. The idea of the proof of Theorem 2.4 is to
first establish an identity of continuous L2-functions on G(Q)\G(A)

(2.5)  Z(s,9) = Z™(s) + ZP(s,9) + Z(s,9), for R(s) >0,

where
20 2= [ Zsg)dg= [ Hg)
G(Q\G(A) G(A)

is the contribution from the trivial representation, Z*P(s, g) is the pro-
jection of Z(s,g) onto the cuspidal spectrum and

e 2% = [ ([ o 2(s.9)E(it9)dy ) Elit, )i

21

is the projection onto the continuous spectrum. This is accomplished in
Propositions 5.1 and 7.1. Then we use (2.5) to meromorphically continue
Z(s,e) (see Propositions 3.4, 7.6 and 5.1). Finally, a Tauberian theorem
implies

COROLLARY 2.5. — There is a constant ¢ > 0, such that

#{v€GQ)|H(y) < B} =cB*1+0(1), as B — oo.
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3. Heights and height integrals
Let ¢, = ©,(xp) be a bi-K,-invariant function on G(Q,) such that

y4

o 2 (=% o 1=xW®r_
1) pyloh) = T (TR ) 4 ).

for £ > 1, where Y, is a nontrivial unramified quasi-character of Q,
(3.2) »(P) = Xp(p) ™' = p®*, with parameter a,, € C*.

We write also ¢, = ¢,(s,-), if a, = s for all p. Define

. I,(s) := H,(9,) °dg,, I¢(s):= I(s
(3.3) (s) o (90) " dgs, Is(s) == [ [ L(s)

and, for ¢, = ¢,(x,) and ¢ = H Pps

(s, op(Xp)) = /G(Q )@p(gp)Hp(gp)_s dgp, I(s,¢) HI S, ).

LEMMA 3.1. — The functions I,(s) are holomorphic in T_y. Moreover,
I¢(s) is holomorphic in Ty and admits a meromorphic continuation to
T_o with an isolated simple pole at s = 4.

Proof. — We have

¢ -1y s
p(l4+pt) ifl>0,
3.4 1,(0) =
(3:4) vol(6) {1 ite=0
so that I,(s) is given by
(1 Spl = (1= p G D) Y1 gp3) =2 —1)(1+p 3
+p ;p P P T pTE) = G5 - D4R,

where (, is the local factor of the Riemann zeta function ¢ (the sum
converges absolutely and uniformly on compacts in T_5). The Euler
product [T (1 + p~2) converges (uniformly on compacts in T_3) to a
holomorphic function. It suffices to recall the analytic properties of (. [
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LEMMA 3.2. — Assume that for all p, |R(a,)| < r. Then IL,(s,¢,) is
holomorphic for R(s) > 2r + 1. Moreover, for all € > 0 there ezists a
constant ¢ = c(e) such that I¢(s, ) is holomorphic and

[ I¢(s, @) <c, for R(s)>2r+3+e

Proof. — Combining (3.1) with (3.4) we have
L=%0)/P e L= 0)/P ot
L(s,0p) = 1+—=2 N " p () +—— 5> p T (D).

1-x3(p) = 1—x3(p) =

For R(s) > 2r + 1 the series converges absolutely (and uniformly) to

(L= 7 @) 0 -p" 7 GE)

3.5 1,(s,pp) =

(35 L) 0

The corresponding Euler product is holomorphic and bounded by some
constant c(e€), provided R(s) > 2r + 3 + ¢. O
LEMMA 3.3. — For alle >0 and n € N there is a ¢ = c(e,n) such that

Io(s) and I, (9) ::/ A" Hoo(9oo) * dgoo
G(R)
are holomorphic for all s € T_o,. with absolute value bounded by c.
Proof. — Write
(3.6) g==Fk (1 a) K, with k k" € SO(2), 0 <a<1.

By a standard integration formula (cf. p. 142 of [11])

1 1
Io(0) < / a?(a' —a)da* < / a? 'da* < oo
0 0
(for o > 2). A similar explicit computation proves the second claim. [J

PROPOSITION 3.4. — The function Z*(s) is holomorphic in Ty and
admits a meromorphic continuation to T_o with an isolated pole at s = 4.

Proof. — By definition,

ZI'GS(S) — /
G\G(A) 2

H(vg)*dg = / H(g)™ dg = I(s) - Ln(s).
+EG(Q) G(4)
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It suffices to apply Lemma 3.1 and 3.3. O

4. Eisenstein series

NOTATION . —
+o0o
- f]R = f—oo ’

— dpn(t) := (1 +t?)7"dt - a measure on R;

. 2s I'(s
—c(s) =], cu(s), with ¢,(s) = c,ff?(s+)1) and cy(s) = W—F(sﬁ(-l)/Q);

- W(t):=1- Zn #@SW, sum over all poles, with multiplicity,

of ¢(s) with R(n) < 0;
— E(s,g) - Eisenstein series (2.4), Fy := E(s,¢) and

Ep(s,g) = / E(s,ng)dn;
N(@)\N(4)

— truncations:

/\TE(Sag) = ZTEP(Sa’yg) and /\T E(Sag) = E(Svg) - /\TE(S79)7
the sum over v € P(Q)\G(Q), with xp(vg) > T > 0.

We recall some basic facts from the theory of Eisenstein series. We
follow closely the exposition in [8, 9].

THEOREM 4.1. —
(1) the poles of E(s, g) coincide with the poles of c¢(s);
(2) away from the poles, E(s,g) = E(1 —s,9);
(3) away from the poles,

/K E(s,kg) dk = E(s,e)p(s, g),

where o(s,-) = [, pu(s,-) is the spherical function of the corre-
sponding principal series representation;

4 Jownaw) Elit, 9)dg = 0.
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Proof. — Property (4) follows easily from the fact that the p-adic princi-
pal series representations corresponding to a purely imaginary parameter
do not have the trivial representation as a quotient. O

The following key facts about Eisenstein series will be crucial for the
analysis of the height zeta function. In the special case at hand, they
could be deduced from standard facts about the Riemann zeta function.
However, we give proofs applicable in more general situations.

THEOREM 4.2. — Forn> 0, one has
(1) Jg I AT E(it, ) 13dpn(t) < 00;
(2) [ IE(it, )|15.0dpn(t) < 0o, where Q C G(A) is a compact subset;
(3) for all g € G(A)

[T Bt gldun(®) <o and [ |B(it,g)Pdun() < ox:
R R

(4) the function g — [; |E(it, g)|dun(t) is continuous.
We will need the following

LEMMA 4.3. — We have

(4.1) | AT E(it, )| = 2T — CC((Z)) + (i, T),

where Y (it,T) is a bounded function.
Proof. — Following [9], p. 102, we get, away from the poles
(4.2) [|ATE(s, )3 = (s +58) 7" ("0 — Je(s)?e ™)) + W(s = 5,T),

where

U(s, T):=

TN _(s—5T _ —(s—§)T)
p— <c(s)e c(s)e :

The singularities from (s+35)~! and (s—35)~! are removable ([3], p. 231).
For s = o +it, and 0 — 0 the right side of (4.2) equals
1

/ t
lim o= {277 — |o(o + if) 2”27} + W(it, T) = 2T - Cc((;; + (it T).
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Since |c(it)| = 1, it suffices to show that ¥ is bounded near t = 0. Write

eQ“T'— 1 c(it)e_QitT, -1 N c(it) - c(z’t)‘
2t 2ut 2t
Since ¢(0) € R and c¢(it) is differentiable in ¢, lim, o W(it, T') exists. [

(it,T) = c(it)

COROLLARY 4.4. — The function s — c(s) is bounded in any region
0 <R(s) <e (s) > 1.

Proof. — Follows from the positivity of || AT E(s,-)||* and (4.2). O

LEMMA 4.5. — Forn >0,

 (it) ’
—| dun(t) < oo.
| e
Proof. — The only pole of ¢(s) in the right half-plane is at s = 1/2. By
Theorem 6.9 in [12], there is a q > 0, such that
(it) 1
=1 1—-W(t)).
By Theorem 7.1 of [12], there is a polynomial @) with positive coefficients
such that
+T C,(it)
dt| < Q(T
[, Sl <

for all T € R+y. By definition, for all ¢, W () > 1, so that

/+T Cl(.it) dt’ > /+T(W(t) —1)dt — /+T (log(q) + ;) dt,

-T C(’Lt) T - t2 —+ zll

and

+T +T

W (t)dt < 2T + Q(T) + /

-T

1
(log(q) + oo l) dt.

In particular, there is a polynomial R with positive coefficients such that
for all T € R.( one has
+T
W(t)dt < R(T).

=T
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Now we use the following easy statement: if a function f : R — R.4 and
a polynomial R with positive coefficients are such that
+T

f(t)dt < Q(T) then /f(t) dpn(t) < oo, for n>0.
—-T R

If follows that, for n > 0,
/W(t)dun(t) < oo and /
R R

Combining Lemma 4.3 with Lemma 4.5 we see that for all polynomials
R there exists an n” > 0 such that for all n > n’ one has

d(it)
c(it)

'dun(t) < 00.

O

@) g [IRGOI AT EGt ) (o) < .
R
This proves (1) of Theorem 4.2.
Next, fix a compact @ C G(A), g € Q, and let || - ||o, resp. || - |20

be the L>(Q), resp. L?(Q2), norms. We bound || E(it,-)||2.0 by
I Ar E(it,llze + | AT E(it, )z < cll Ar E(it, )lloog + | AT E(it, )2,

for some ¢ > 0. We proceed to estimate

(4.4) Jr = /R [R(it)| - | Ar E(it, )| o dpa(t).
Observe that
ArE(it,g) = Ep(it,v9) Xr(xr(79)).
yeS

where S is a finite subset of P(Q)\G(Q), depending only on & and T,
and Xr is the characteristic function of [T, 00). Thus

| Az E(it,g)] <> [x(it,v9)| + Ix(=it, )] < 2> Ix(0,7) .0

veES veS

and the sum on the right side is bounded. It follows that the integral Jr
converges, for n > 0. Combined with (4.3) this proves (2) of Theorem 4.2.

An argument based on Sobolev’s lemma (see the appendix or the proof
of Lemma 3.4.7 [14]), shows that there exists a polynomial R such that

[E@it, g)| < [RGt)] - [[EGL, )20
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Hence the integral in (3), Theorem 4.2, is bounded by J7* + Jr, from
(4.3) and (4.4)). This proves (3) and (4).

5. Eisenstein integrals

For g € G(A), and s,w € C, we put (formally)

A~

(5.1) Z(s,w) := /G(Q)\G(A)Z(s,g)E(—w,g) dg.

The main technical result of this section is the following

PROPOSITION 5.1. — For s € T_y, the integral
. 1 A
(5.2) Z%(s,g9) = —,/Z(s,it)E(@'t,g) dt
21 Jg

(1) is absolutely and uniformly convergent to a holomorphic in s and

continuous in g function;
(2) 2¢5(s,g) € L2

Proof. — Since [, E(s, gk)dk = E(s, e)¢(s, g), (formally) Z(s,w) equals

GmfﬂmﬂEWﬂwmdgz([%mH@Yﬂd—wyﬁw)vﬂFwﬁ)

The local integrals
Lisw) = [ Hio) oo
G(Qu)

have been computed for v = p in (3.5) (the character corresponding to
the spherical function ¢, (w,-) is | - [}/, see (3.1) and (3.2)). We get
(7 —w)C(*F +w)

)

In particular, for € € (0,1) and all w = ¢ + it with 0 < o < ¢, the map

(5.3) Ii(s,w) = [ [ Lo(s,w) =

s I(s,w) = If(s,w) - Io(s,w)
is holomorphic for s € T_;1,.. Furthermore, for s and w as above,

(5.4) [I(s,0 +it)| <ne (1+12)7"
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Indeed, the function . (it,-) is bounded. Moreover, by Lemma 4.1, it
is an eigenfunction for A. We now apply repeatedly integration by parts
(with respect to A) combined with Lemma 3.3 to I(s,w) and use the
standard bounds for (.

We have
[ 12G)- 1Bt g)lde < [ 116s,i0)]-[BGt.c)] - |Blit. )| d
R R

Let K C T_; and Q C G(A) be compact sets. By the estimates above,
for every n € N, there is a constant ¢ = c(n, K) such that

(5.5) /Rsup [I(s,it)| - |E(it,e)|* dt < c/]R |E(it, e) | dun(t).

seK

To show the absolute and uniform convergence of the integral (5.2) for
(s,9) € K x Q we need to check that, for n > 0,

[ 1BGt ) It ) din(t) < o
R
or, by Cauchy-Schwartz, that
/ E(it, )2 dpn(t) < 0 and / 1E(it, Ym0 dpin(t) < 00,
R R

which follows from Theorem 4.2.

To prove that Z%(s, ) € L2, for s € T_y, write E, := E(s,e),

2mi - Z%(s,9) = T (s, 9) + Tr(s,9),

T7(s,9) = /R I(s,it) B AT Eit, g) dt,
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similarly Jr(s, g), with AT replaced by Ar. We bound || J7 (s, -)||3 as

/ |/](3,it)E_,-t AT E(it, g)dt| - |/I(s,iT)EiT/\T(iT, g)dr|dg
GQ\G(A) JR R

< |I(s,it)I(s,iT)EyE;| | AT E(it,g) AU E(it, g)|dgdtdr
R? GQ\G(4)

< | (s, it)I(s,iT)EyEi| - | AT E(it,-)|2 - | AT E(ir,-)|odtdr
R2

_ (/R (s, it) By - | AT E(it, -)Hgdt)Q

by repeatedly applying Fubini’s theorem, and then Cauchy-Schwartz to
the inner integral. Thus it suffices to bound the integrals

/R |B(it,¢)\dpn(t) and / | AT Eit, )12 dyun().

which has been accomplished in Theorem 4.2.
We turn to Jr(s,-). It suffices to consider the integral over S (since
ST is compact). For T > 1 we have, for all g € G(A),
NrE(it, g) = Ep(it, g) = x(it, g) + c(it)x(—1t, g).
Substituting this into the definition of Jr (and rewriting the integral [)
we see that we need to bound the L*(&7)-norms of

/ I(s,w)E_,x(w,-)dw and / I(s,w)E_,c(w)x(—w,-) dw
R(w)=0 R(w)=0

By Corollary 4.4, ¢(s) is bounded in the region R(s) € [0,¢], S(s) > 1
and we can shift the contour of integration of the first integral slightly
to the left and that of the second to the right. This gives

X(—s,-)/ I(s,w)E_,dw and X(—s,-)/ I(s,w)E_,dw.
R(w)=—¢ R(

w)=¢e

Now it suffices to observe that, for ¢ > 0,
o0
—&,)|l2.er = >t da* < oo
Ix(=&:)ll2,er et ,
T

and to use the estimate (5.4). This completes the proof of Proposition 5.1
]
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6. P-series

DEFINITION 6.1. — Let ¢ : G(A) — C satisfy

— ¢(ngk) = ¢(g), for n € N(A),k € K and g € G(A);

— ¢(ag) = ¢(g), for a € A(Q), g € G(A);
— ¢ : A(Q)\A(A) — C is smooth of compact support.

For g € G(A), set

0(g) = S lrg) and fy(s) = / 0,(9)E (s, 9)dg.

1€P(@\G(@ Gane®

Since ¢ is left P(Q)-invariant and compactly supported modulo P(Q)
the sum defining 6, is finite so that 6, € C®(G(Q)\G(A)) and b is
meromorphic, analytic in R(s) > 0, except possibly at s = 1/2.

In the following we identify A* with A(A):

_fa O
a:=1{q 1)

write da*, resp. da, for the correqunding Haar measure and regard ¢ as
being (simultaneously) in C*(Q* - Z*\A*) = C(R%,).
For $(s) > 0 we may use Fubini to derive

Op(s) = / 0s(9)x(s,9)dg
P(Q\G(4)

/ B rl)X(s. 9)dg
N(A)AANG(A)

[ ferl@(s b)) o
A(QNA(A)

= [ Bartaa
Qr\A*

where 84 p is the constant term of 6,. By Bruhat’s lemma,

bs(g) = 0g) + 3 d(wrg) and 6,p(9) = élg) + /N  dlwng)in

YEN(Q)
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(with w the nontrivial element of the Weyl group), so that
buts) = [ olalal e+ olwna)dn - |af;*da’.
Q\A* Q*\A* JN(A)

To justify the above equation note that the double integral on the right
is absolutely convergent. Indeed, for ¢ € G(A) and ¢ as above, set

fots.o) = [ otag)laly*

Then
fo(s.nag) = |al;/*** fs(s,9)
and the double integral may be written as
(6.1) Fols.wm)dn = c(s) - fol—s,e)
N(A)

The Euler product defining ¢(s) and hence the integral (6.1) converge for
$R(s) > 0. We have, for general ¢, and, at first for R(s) > 0 and then,
by analytic continuation, for all s,

(6.2) 0o(5) = fo(—s,€) + () fs(s,€).

Notice that 8,(it) is rapidly decreasing (f,(it, ) is essentially the Fourier
transform of a function in C°(R)) and define, for g € G(A),

1 5 .
(6.3) m@:y/%mwmmﬁ
T Jr
PROPOSITION 6.2. — If ¢ € C2*(R%) then 65 is continuous and in L*,

Proof. — From (6.3) and (6.6) we have [05(g)| < J"(g) + Jr(g), with

T7(g) = / AT E(it, g)ldun(t) and Jr(g) = / | Az E(it, ) dpun(t).

Both integrals are finite by Theorem 4.2, (3). To prove continuity, let
2 be a pre-compact neighborhood of g and recall that (by the same
theorem)

/sup |E(it, g)|dun(t) < oo for n>>0.
R

ge
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THEOREM 6.3. — For all ¢ € C°(Q* - Z*\A*) one has
0 =0y — (04, 1)1
Proof. — We first prove the identity for constant terms:
04 p = 0sp — (0, 1)1

By Theorem 4.2, g — [ |[E(—it, g)|dpua(t) is continuous so that

/ / 10, (it) E(—it, ng)|dtdn < .
N(@\N(A) /R

It follows that, for g € G(A),

%ﬂm=A@wm+wmﬁzéwmuwm+wmnewww.
Since

c(=9)05(s) = fo(s,€) + c(—5) fs(—s,€) = O4(—s)
we obtain that

(6.4) 0ip(9) =+ [ Bulitntit. o).

™

We now compare 05 p and 05 p. We have already seen that

(6.5) 0y(s) = / 0y p(a)lal " ?da*, for R(s)> 0.
Q*\A*

For R(s) > 1, the function

a 04 p(a)|al,/***

is left-invariant under Z* and in L'(Q*- Z*\A*) = L;(R%,). On the other
hand, ¢(s) is bounded in the region 0 < R(s) < o¢ (for any gy > 0),
|S(s)| > 1 (by Corollary 4.4). It follows from (6.2) that in this domain

~

Bolo +it) = / 05.p(a) al " |afida”
Q*\A*
is rapidly decreasing in ¢ and we may apply Fourier inversion so that

(6.6) 0s.0(a) = |a|z7 2 / 6,0+ it)[a] s dt.
R
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But we also have

1 A 1/2—s
. 05 = — 0 ds.
(6.7 )= 5 [ Belolali> s

We shift the contour to $(s) = o, taking o > 1/2. The shift is justified
by using (6.6) and the fact that fs(o + it,e) is rapidly decreasing in t,
uniformly in o, for |o| < 0¢. It follows that

c ]- A 1/2—s A 1/2—s
Gip(@) = 5z [ Bullall/*"ds = res,cy a5l
T JR(s)=0

Now it suffices to compute the residue of ¢(s) at s = 1/2 and to see that
fot/2.0) = [ o@laltia = [ a0,

Qr\A* GQ\G(A)

(for appropriately normalized measures).
Let us now set

QZ)USP = 9¢ — <9¢, ].> -1 - 0;:5

We have proved that Q;uSP is continuous, in Ly and has a vanishing con-
stant term. Thus 67" is a cusp form, i.e., orthogonal to all the P-series
0. To complete the proof of Theorem 6.3 it suffices to prove that 6§ is
orthogonal to all cusp forms. Since 65 € L2, it will suffice to prove that

(05,0 a) =0

for all cusp forms ¢ and all & € C*(G(A)). Replacing ¢ by ¢ * o we
may assume that v is rapidly decreasing (and continuous). Recall that

65(9) = [ Oul0)E(-it.g)a.
R
Since (F/(—it,-),1) =0, for all t € R, it suffices to prove that
/ / |E(it, )i(g)|dun(t)dg < 00 for n > 0.
GQ\G(4) /R

As before, we consider the integral

g7 / / AT E(it,g)| - |4(9)|dpn(t)dg



20 JOSEPH SHALIKA, RAMIN TAKLOO-BIGHASH and YURI TSCHINKEL

and a similar integral Jr with AT replaced by Ar. Using Theorem 4.2,
"< 0l [ AT Bt dia(t) < .
R

To treat the integral Jr we decompose & = &7 U &p. Since &p is
compact, 9 continuous and | Ar E(it,g)| bounded in this domain, the
double integral is absolutely convergent. It remains to estimate

| [18r Elit.g)l- o) ldm(tig
eT JrR
To complete the proof of Theorem 6.3 observe that for 7" > 1,

| Ar E(it, g)| = |Ep(it, g)| < 2x(0, g)
and, since 1 is rapidly decreasing,

[ 100)] - x(0.9)dg < o
T
[

PROPOSITION 6.4. — For R(s) > 0, the function Z°(s, -) is orthogonal
to all cusp forms and to the constant function.

Proof. — Recall that

: 1 >
ZelS(S’g) — 2—m /RZ(SJZS)E(_Ztg)dt?

where

A

2(s,it) = I(s,it)E(it,¢) with I(s,w) = / H(g) o (g)dg.
G(A)
As above, we show first that the double integral

[ [ 2Bt g,
GQ\G(A) JR

is absolutely convergent, for ¢/ continuous and bounded, and that it con-
verges to zero. The last integral is majorized by

L[ Bl Bt )] [6(0) dun(t)ds
R JG(Q\G(A)
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We set
g7 = / / |E(—it, )| - | AT E(it, g)| - [b(g)ldjin(t)dg.
R JG(Q)\G(A)

and a similar integral Jr (with AT replaced by Ar). By Cauchy-Schwartz,
to treat J7 it suffices to consider

/R B(—it,e)] - | AT E(it, )| adpualt)

and again by Cauchy-Schwartz, the two integrals

/R B(—it, ¢)Pdun(t) and / | AT E(it, ) 2dpnt).

which are finite by Theorem 4.2. To bound Jr we decompose & =
&7 U GT. The contribution from (the compact) &7 is estimated using
the boundedness of ArE(it,-) - ¥(-). To treat &7 recall that in this
domain (for T'> 1), ArE(it,-) = Ep(it,-) and

|Ep(it, g)¥(g)] < c-x(0,9).

Using the fact that the right side is integrable on & and, once again,
Theorem 4.2, we see that J7 is also finite. Since

(6.8) / B(—it, ) dyn(t)

is finite for n > 0, the integral J7 is also finite.
As we have remarked, (E(—it,-),¥(:)) = 0, for t € R, at least if v is
rapidly decreasing. It remains to recall Proposition 4.1 (4):

/ E(it,g)dg = 0.
G(Q\G(A)

This completes the proof. O
We will need the following
LEMMA 6.5. — For all ¢ € C°(R%,), we have

(Z(s,7),0) = (2(s,-),05).
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Proof. — First observe that

. - 1 .
(6.9) (25%,05) = (2.6 = 5 / 2(s,it)0, (t)dt.
™ Jr

For this it suffices to prove that

| 186 B9y < oc
GQ\G(A) /R

We have Z(s,it) = I(s,it)E(it,e), where, by (5.4), I(s,it) is rapidly
decreasing in ¢, and

| BB 9 dim(t)ds < o
G(A\G(A) JR
for n > 0, by Theorem 4.2. To show that

(Z.0s)12) = (Z,065)
it suffices to check that, for R(s) > 0,

[ [ 1266.0)B Gt g)du(ibldrdg < oc.
G(A\G(A) JR

Since Z(s,g) is bounded in g, for R(s) > 0, and ,(it) is rapidly de-
creasing, it suffices to recall that

/]E(it,-)\dun(t) cL2 for n>0.
R

7. The cuspidal spectrum
Write G(A) = G(Q) - G(R) - K¢ and let I' = pr(G(Z)). The map
jLA(GQ\GA) — LH\G(R))
¢ = Plem)
is an isometry. We consider the right regular representation of G(R) on
H:= L*(G(Q\G(A)" = L*(T\G(R))

and denote by H* C H the subspace of smooth vectors. If M = I'\G(R)
and w is the gauge form on M whose accociated measure is a fixed right-
invariant measure on I'\G(R), then H>* = H>(M) as defined in the



RATIONAL POINTS 23

Appendix. Write L2 := L2(G(Q)\G(A)) for the space of cusp forms on
G(A) and Hy = L2( (Q)\G(A))Es for the closed G(R)-stable subspace
of H. Let

P:H-— HO

be the orthogonal projection, it maps H* to Hi®, the subspace of smooth
vectors in Hy. Moreover, H5® C H*. We have decompositions

(7.1) L2 = @, H, C L%(G (Q)\G(A)), and Hy= @Hr’,

as a G(A)-modules, into a countable direct sum of closed irreducible
subspaces (each occuring with finite multiplicity). Let Ay be the set of all

7 occuring in Hy. Note that each HEY contains an essentially unique K-
fixed vector ¢, normalized so that ||¢.||2 = 1. Let Ho(M) C L*(M,w) be
the Hilbert subspace spanned by the ¢,’s. We remark that the ¢, are
necessarily in H* and are eigenfunctions of A, with eigenvalue, say, \;.
By Proposition 8.8, for ¢ € Hy N H>, the Fourier series

(7.2) > (6, 6)bn

TEAg

converges to ¢, uniformly of compact sets.

We apply the above arguments to the height zeta function as follows.
For (s) > 0, put 2* = (Z,1)1 and define Z°*P so that

Z(s,-) = Z™(s) + ZUP(s,.) + Z95(s, -).
PROPOSITION 7.1. — For R(s) > 0,
ZP(s,) = P(Z(s,")) € L.
Proof. — By Proposition 5.1,
2°5(s,.) e L2
for R(s) > 0 and is continuous. Same holds for all its A-derivatives. It

follows that Zcups( -) € L% and is also continuous.
For ¢ € C°(RY%,) we have

<Zcusp(3’ ')7 9¢> = <Z<S7 ')7 9¢> - <Zeis(8’ ')7 9¢> - <Z(87 ')7 1>1'
By Lemma 6.5, (Z%(s, -),04) = (Z(s,),05) and, by Theorem 6.3,
0 =0y — (04, 1)1.
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We get at once
(Z°P(s,), 0,) = 0

and ZP € L2. (Here we used the right K-invariance of ZP(s,-).)
To prove that ZP = P(Z), we need to show that

<Zcusp(3’ ')7 1/)> = <Z(Sv ')a ¢>7

for all ) € L2. This is an immediate consequence of Proposition 6.4. [

We proceed to investigate the meromorphic properties of the Fourier
expansion of ZP as in (7.2). For v = p, let ¢, be the corresponding
local spherical function with parameter o, € C*. They are given by (3.1)
and (3.2). The crucial facts in our further analysis are

THEOREM 7.2. — [10] For m = ®,m, € Ay let v, be the normalized

spherical function corresponding to m, and oy, its parameter. Then
[R(ay)| < 1/6.

REMARK 7.3. — Any nontrivial uniform bound towards the Ramanujan

conjecture suffices for our purposes.

THEOREM 7.4. — For all r > 0 there is a ¢ > 0 such that
(7.3) ZA(s) == Z Hfi": < oo, forall n>c.
TEA,Ax#0 ’ 7r|
Proof. — Estimate the ||-||-norm of eigenfunctions in terms of the corre-

sponding eigenvalues as in the Appendix and use the following fact: there
exist constants ¢, r > 0 such that the number of linearly independent A-
eigenfunctions with eigenvalue less than B is bounded by c(1 + B"), for
all B > 0 (see [12], for example). O

LEMMA 7.5. — For all e > 0 and n € N there is a constant ¢ = c(e, n)
such that for all s € T_y/34. and all 7 the function

(Z(5,7), 6n) = / 2(s,9)8:(9)dg

G(Q\G(A)
is holomorphic, with absolute value bounded by c||@||co| Ax|™" (for A\r #0).
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Proof. — For ¢, (with A\, # 0) and s such that Z(s,-) € L

(205, )n) = | H(g)*6n(g) dg = A" / H(g) A6, (9) dg

G(A)
. / A"H (g)~3(g) dg

Since the (right) actions of A and K commute, A"H(g) *® is invariant
under K (which has volume 1), so that the above expression equals

(7.4)
—n AN —s 1 /N — \-n A s . |
A /K /G " H(kg)™*¢x(g)dgdk = A; /G " H(g) /K ¢x(kg)dkdg

As is well-known,

[ 0alhg) = oula) - 0ntc),
K
where ¢, is the spherical function attached to , i.e.,

pr(9) = (1(9)n, 0x), g € G(A).

Indeed, the functional
gbr—>/ o(k-)dk
K

is a bounded, left K-invariant functional on H> (and H,). Thus it is
proportional to the functional

¢ (), Or).

Taking ¢ = 7(g)¢,, we find that the proportionality constant is ¢ (e).
Thus the integral in (7.4) is computed as

75 Isp)- /G A Ha(g) o) o 5,00

Combining Lemma 3.2 with Theorem 7.2 (giving r = 1/6), we find that
I4(s,9) is holomorphic for s € T_5/3 and uniformly bounded by a con-
stant c(e) for s € T_5/5,¢ (and € > 0). Since ¢ is bounded, Lemma 3.3
shows that

/ AnHOO(QOO)_S‘POO(QOO) dgso
G(R)
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is absolutely convergent, in T_5, to a holomorphic function which, in

T 5., is bounded by c||¢|| for some constant ¢ = c(e, n). O
PROPOSITION 7.6. — For all e > 0 the function
(7.6) Z(s,9) == ) (Z(5,7), dx)6x(9)

weAp

is holomorphic in s and continuous in g € G(A) for all s € T_y/34.

Proof. — Combine Theorem 7.4 and Lemma 7.5. The uniform conver-
gence on compacts 2 C G(A) follows from the estimate

2
Zsup |<Z(S7 ’>>¢Tr>¢7r(g)| <<”:€7Q Z ||q;\7r|||;>o

T 9€Q TEAQ |

and the convergence of the spectral zeta function (7.3) for n > 0. O

8. Appendix
NOTATION . —
— dx = dx, - - - dx, - Lebesgue measure on R", |z|? = 22 + - -+ + 22;
—a = (o,...,a,) € N* - a multi-index, |a| = a; + -+ + a, and
0% = (8%1)0‘1 e (%)an the corresponding differential operator;

— B,B’ C R” - open balls such that the closure B’ C B;
— H>®(B) := {u € C*(B) | 0“u € L*(B), Va};

— A - a fixed second order elliptic operator on B;

— u — 4 the usual Fourier transform.

For u € C*(B) C C*(R"), put
lal2 = ol = / () Pdz = / () Pde

and, more generally,

oos = S 10%ulls,  fullf_y = / (1 + |oP) (o).

|af<r

|

Since 0% preserves H*(B), we can extend the norm || - |25 to H*(B).
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PROPOSITION 8.1. — For every r > 2, there is a ¢ = ¢, > 0 such that

(8.1) lull@n.e < c(ulls + |Aull@i2e), foral ueH (B).
Proof. — Induction on r. Fix ¢ € C*(B) with 0 <¢ <1 and ¢ =1 on
B'. Let v = u-v¢ € C*°(B). By Corollary 6.27, p. 267 in [6],

o]l 228 < c([[Av]ls + [[v]ls) -

Next we have
" ou
(8.2) AU—A(iﬁ‘U)—Q/J-Au—i-;wja—xj—Fwo'u,

with ¢; (0 < j < n) fixed in C(B). To prove the assertion for r = 2 it

suffices to show that with ¢ fixed in C*(B),
ou
(8.3) 19~ 5~ lls < c1 (lulls + [| Aulls) -
J

For this we write

ou  O(ug) 0o
and note that w := ¢ - u € C(B). Apply (6.25), p. 262 of [6] to obtain
[wllene < c([Awlle-1 + [lw]s) -

The following inequality will imply (8.3):
(8.4) [Awlg,-1) < a1 (|Aulls + [Julls) -

Again, for ¢ as above, we have

szA(Qﬁ-u):gb-Au—l—Z%%ﬂL%'U,
j=1 I

with ¢;’s fixed in C*(B). To prove (8.4) it suffices to bound ||¢+ 2% (2 _1)

(for ¢ € C=(B)), or equivalently, || 22|/ _1). We have in fact
ow . .
Il = [ (U4 1a?) a2 o) P
J R™

< | lw@)Pde < | |w(@)Pde < [ullz
Rn RTL
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This completes the proof of (8.1) for r = 2.
Suppose that r > 2 and assume that the claim holds for all s with
2 <s <r. Choose a ball B; C R" with

B'cB CcB, CB; CB.
For ¢» € C>*(B;) and v as before, we have

(8.5) [ull@ne < vllene <cllAvlerze +vie,),

again, by Corollary 6.27 in [6]. We need only bound ||Av||(2,—2)s,. For
this we have first from (8.2)

(86)  0°(Av) = 0°(- Au) + 0%(y - w) + 300,

where now ¢; € C(By) (for 0 < j < n). It suffices to bound the L*-
norms of the terms on the right in (8.6) (for |o| < r—2) in terms of |ju||p
and ||Aul|(2,,—2)s. By Leibniz’ rule,

10%(%0 - wlle, < collull2r—2)8:,

and we may use induction on r, provided r > 4. Suppose then that r =3
and set w = 1 - u € C°(By). Since here |a| < 1, we have trivially,

10%wlls, < w21 B,

Applying [6] once more, this time to By,

[wll 218 < er(|Aw]z,-1) + [[wlls,)
< e[| Aulls, + [lulle,)
< (| Aulls + [lulls),

(the second inequality follows from (8.4)). Next we have, with |a| < r—2,
10%(pAu)|ls < csll Aullzr—2)8;

and finally

ou

10% (Wi —les < callull@e-1)m
j

and we may apply the induction hypothesis to arrive at (8.1). O
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COROLLARY 8.2. — Suppose that r > 0 is even. Then there is a con-
stant ¢ = ¢, > 0 such that for all u € H*(B)

lullene < c(llulls + [|Au]ls + -+ |Au]l5) .

Proof. — We use induction on r. The case r = 2 follows from Proposi-
tion 8.1. Suppose that r > 4 and choose a ball B; C R™ so that

B ' cB cB, c B, CB.
By Proposition 8.1,
lullenz < o (lulle, + [Aull@r-2p,) -
Further, we have by induction

r/2—1

|Aull2,r—2)8, < Crja-1 Z | AT | g
=0

The claim follows combining these two inequalities. O]
The following form of Sobolev’s lemma will be useful for our purposes.

PROPOSITION 8.3. — Let r > n/2 be an integer, B C R™ an open ball
and w € H*(B). Then u € L>°(B) and there exists a ¢ = ¢, such that

sup [u(z)| < cllull@nz.

x€B
COROLLARY 8.4. — Assume in addition that r is even. Then there
exists a ¢ = ¢, g, such that
r/2
sup [u(@)] < (D [|Aul|)
reB’ =0

Let M be an n-dimensional manifold, w a gauge form on M (a nowhere
vanishing exterior n-form) and du the associated volume form. We define

113 = [ 1£@)Pduto), and simiasty |£]2,
B

and the corresponding space L*(M) = L*(M,w). Here B is a coordinate
ball in M. We also fix a ball B’ such that B’ C B’ C B. Let G be the
Lie algebra of vector fields on M (for each z € M, G, = 7T, the tangent
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space to M at ). Let U = (G) be its universal enveloping algebra,
regarded as the algebra of differential operators on M. Define H* (M)
to be the space of all C*-functions f : M — C such that df € L*(M)
for all 0 € 4. We fix a second order elliptic operator A € i1.

PROPOSITION 8.5. — Letr > n/2 be an even integer. Then there exists
a c =cp > 0 such that for all f € H*(M) one has
r/2
sup [f(z)] <c | DA f ]l
reB’ =0
Proof. — Easy consequence of Corollary 8.4. n
COROLLARY 8.6. — Let K be a compact and r > n/2 an even integer.

Then there exists a constant ¢ = cx > 0 such that for all f € H®(M)
one has

r/2
sup [f(z)] < ¢ | Y187 fll
zeK =0
COROLLARY 8.7. — For any even integer r > n/2 there exists a con-

stant ¢ = ¢.p > 0 such that for any A-eigenfunction f = f\ € C*(M)
with eigenvalue X # 0 and any B' C B as above one has

sup | f(u)] < [N f||g
zeB/

Let M,w, A be as above. Assume that
(A, Y= (f,Af"), forall f, f € H*(M),

and let { f;};>1 be an orthonormal sequence of A-eigenfuctions in H*(M).
Let Ho(M) C L*(M) be the Hilbert subspace spanned by the f;’s and

Hooo := {f € H®(M) | A7 f € Ho(M) for all j}.

PROPOSITION 8.8. — Suppose that f € Hyoo(M). Then the series

S U

Jj=1

converges uniformly on compacts, and in particular, pointwise, to f.
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Proof. — Write Af; = A\;f; (and note that A\; € R). For f € Hg (M)

and n € N we set
n

Fr=> L )
j=1
We have

n n n

NPT =S TARE =Y AN f =D (F fAsfy = A fT

7=1 7=1 7j=1
Consequently, for given € > 0, we have
AN = ™)l < e

for 1 < k < r/2 (with r as above), provided n > 0. Since f — fI"l belongs
to H>® (M), the proof follows immediately from Corollary 8.6. O
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