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Abstract

We propose a convex, lower semi-continuous, coercive approximation of Euler’s elastica energy for images, which is thus very well-suited as a regularizer in image processing. The approximation is not quite the convex relaxation, and we discuss its close relation to the exact convex relaxation as well as the difficulties associated with computing the latter. Interestingly, the convex relaxation of the elastica energy reduces to constantly zero if the total variation part of the elastica energy is neglected.

Our convex approximation arises via functional lifting of the image gradient into a Radon measure on the four-dimensional space $\Omega \times S^1 \times \mathbb{R}$, of which the first two coordinates represent the image domain and the last two the normal and curvature of the image level lines. It can be expressed as a linear program which also admits a predual representation. Combined with a tailored discretization of measures via linear combinations of short line measures, the proposed functional becomes an efficient regularizer for image processing tasks, whose feasibility and effectiveness is verified in a series of exemplary applications.

1 Introduction

In various different applications in image processing, curvature-dependent functionals have gained importance during the past decade. In particular, for tasks such as image reconstruction, inpainting, denoising, or segmentation it seems often a valid a priori assumption that level lines are mostly smooth and of rather small curvature, which suggests the use of curvature-penalizing priors. We here consider the particular case of Euler’s elastica energy,

$$R_{el}(u) = \int_{\Omega} \left( a\kappa_u^2(x) + b \right) d|\nabla u|(x) ,$$

for an image $u \in BV(\Omega; \mathbb{R})$ and parameters $a, b > 0$, where $\kappa_u(x)$ denotes the curvature of the image level line passing through $x$. For smooth functions $u \in C^2(\Omega; \mathbb{R})$ the energy can also be expressed in the more common form

$$R_{el}(u) = \int_{\Omega} \left( a \left| \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) \right|^2 + b \right) d|\nabla u| .$$

Since by Euler’s approximation the elastic bending energy of a thin rod is proportional to its squared curvature, $R_{el}(u)$ may be interpreted as the accumulated bending energy of all level lines of the image $u$, hence the name.

Euler’s elastica energy can be employed as a regularizing prior to devise variational models for specific image processing tasks, which typically take the form

$$\mathcal{F}(u) + R_{el}(u) \to \min!$$

for a so-called fidelity term $\mathcal{F}(u)$ (in denoising, for example, $\mathcal{F}(u)$ could be the $L^2$-difference between the given noisy image and its noise-free approximation $u$). Due to the high nonlinearity of $R_{el}$, such models typically feature a large number of local minima and are thus difficult to minimize. One therefore strives to replace $R_{el}(u)$ by a convex energy with similar behavior, for example its convex relaxation, which is the largest convex, lower semi-continuous functional below $R_{el}$ (the lower semi-continuity is required to ensure existence of minimizers). The new model might not have the exact same minimizers, but serves as a good and viable approximation.
Sometimes, the convex relaxation of an energy functional such as $R_{\text{el}}(u)$ can be obtained by adding one or more space dimensions and representing each of the functions $u$ by a function on this higher-dimensional space, which is called functional lifting [9]. The energy functional then turns into a convex functional on the space of the higher-dimensional representatives, where the minimization is carried out.

We propose a similar strategy, only we do not lift the functions $u$ themselves but rather their gradient $\nabla u$. In particular, we associate with every image $u \in BV(\Omega; \mathbb{R})$ a non-negative Radon measure $\nu$ on $\Omega \times S^1 \times \mathbb{R}$ such that for any smooth test function $\phi : \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ we have

$$\int_{\Omega} \phi(x, \nu_u(x), \kappa_u(x)) d|\nabla u|(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \phi(x, \nu, \kappa) d\nu(x, \nu, \kappa),$$

where $\nu_u(x)$ and $\kappa_u(x)$ denote the local normal and curvature of the level lines of $u$. For illustration, think of the measure $\nu$ as having support only on those $(x, \nu, \kappa) \in \Omega \times S^1 \times \mathbb{R}$ where $\nu$ coincides with the image normal $\frac{\nabla u(x)}{|\nabla u(x)|}$ and $\kappa$ with the level line curvature $-\text{div} \left( \frac{\nabla u(x)}{|\nabla u(x)|} \right)$. The corresponding elastica energy then reads

$$R_{\text{el}}(u) = \int_{\Omega \times S^1 \times \mathbb{R}} (ak^2 + b) d\nu(x, \nu, \kappa).$$

A convex lower bound on its convex relaxation $R_{\text{el}}^{**}$ is obtained by relaxing the restriction (4) on $\nu$ and taking the infimum over all measures from a convex admissible set $\mathcal{M}(u)$,

$$R_{\text{el}}^{**}(u) \geq \inf_{\nu \in \mathcal{M}(u)} \int_{\Omega \times S^1 \times \mathbb{R}} (ak^2 + b) d\nu(x, \nu, \kappa).$$

Interestingly, for the degenerate case $b = 0$ one can show $R_{\text{el}}^{**} \equiv 0$ so that $b > 0$ is required for a useful model.

The above set $\mathcal{M}(u)$ of admissible measures for a given image $u$ turns out to be rather complicated for which reason we replace it by a slightly larger set. In particular, we will allow all non-negative measures $\nu$ that satisfy the “compatibility” and the “consistency” condition

$$\int_{\Omega \times S^1 \times \mathbb{R}} \varphi(x) \cdot \nu d\nu(x, \nu, \kappa) = -\int_{\Omega} u(x) \text{div} \varphi(x) \, dx \quad \forall \varphi \in C^\infty(\Omega; \mathbb{R}^2),$$

$$0 = \int_{\Omega \times S^1 \times \mathbb{R}} \nabla_x \psi(x, \nu) \cdot \nu^{-\frac{1}{2}} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa \, d\nu(x, \nu, \kappa) \quad \forall \psi \in C^\infty(\Omega \times S^1; \mathbb{R}),$$

of which the first has the interpretation that the projection $\int_{S^1 \times \mathbb{R}} \nu \, d\nu(\cdot, \nu, \kappa)$ of $\nu$ (the reversal of the lifting) acts like $\nabla u$, and the second is motivated by (4) for particular test functions. The resulting approximation of the elastica energy,

$$R_{\text{el}}^{\text{ap}}(u) = \inf_{\nu \geq 0: (7) \land (8)} \int_{\Omega \times S^1 \times \mathbb{R}} (ak^2 + b) d\nu(x, \nu, \kappa),$$

will be convex lower semi-continuous, but not the exact convex relaxation. The reason turns out to lie in the fact that we do not forbid measures $\nu$ that satisfy

$$\int_{\Omega \times S^1 \times \mathbb{R}} \phi(x, \nu, \kappa) d\nu(x, \nu, \kappa) = \int_C \phi(x, \nu(x), \kappa(x)) d\mathcal{H}^1(x)$$

for an immersed curve $C \subset \Omega$ which crosses itself.

### 1.1 Related work on curvature regularization and convex relaxation

The elastica energy was first introduced as a prior to image processing by Nitzberg, Mumford, and Shiota [20] who used it for recovering occluded objects in an image by optimal edge continuation. Masnou employed this concept for image inpainting via level line continuation [15]. Meanwhile, the regularization of level line curvature has found its way into various image processing applications [28, 13, 27]. An alternative but strongly related regularization is given by the absolute mean curvature of the graph $\partial\{ (x,t) : t < u(x) \}$ of an image $u$, which allows the preservation of image corners [31].
Due to its nonlinear and non-convex nature, the elastica energy is difficult to minimize. Chan et al. formally derive the Euler–Lagrange equation for (2), \(0 = -\text{div} V\) with a morphologically invariant flux field \(V\), and they employ an \(L^2\)-flow in direction \(|\nabla u|\text{div} V\) for image inpainting [11]. Tai et al. replace (2) by a constrained minimization problem for which they propose an augmented Lagrange scheme with a simple and efficient alternating inner minimization [30].

To avoid local minima and to simplify the minimization, relaxations and convex approximations to the elastica energy become more and more important, and the present paper contributes to this area of research. To extend (2) to BV-functions, Chan et al. employ formulation (1) with the weak curvature notion \(\kappa_u = \limsup_{s\to0} |\text{div}(\frac{\nabla u}{|\nabla u|})|\) for a mollification \(u\) of \(u\) with mollifier width \(\epsilon\) [11]. Ambrosio and Masnou instead extend (2) from \(C^2(\Omega; \mathbb{R})\) to \(L^1(\Omega; \mathbb{R})\) by \(\infty\) and then consider the lower semi-continuous envelope \(\overline{\text{el}}\) on \(L^1(\Omega; \mathbb{R})\) [4] (they work in \(n\) dimensions and with the square replaced by a general \(p\)th power). Using the tool of integral varifolds and an associated curvature notion they derive a locality result for the mean curvature and succeed in showing \(\overline{\text{el}} \equiv \text{Rcl}\) on \(C^2(\Omega; \mathbb{R})\). Recently [17], these results could be strengthened by expressing \(\overline{\text{el}}\) as the minimum of \(\int_\Omega (\alpha|\nabla u| + b)\text{d}(\text{proj}_\Omega V)\) over a certain class of gradient Young varifolds \(V\) (varifolds defined by the generalized Young measure associated with a weakly*-converging sequence in BV) which are compatible with the given image in a way similar to our compatibility condition (7). Note that our lifted image gradients in (4) can also be seen as generalized varifolds which not only encode tangent, but also curvature information. A different but related, coarea-type representation of \(\overline{\text{el}}\) is provided in [16] as the minimum over certain sets of nested \(W^{2,p}\) curves of their accumulated elastica energy. Curvature-based models allowing global optimization have been introduced to image processing in [25, 28]. The authors use graph-based algorithms to globally maximize a discrete version of \(\int_\Omega L(C) |\nabla u(C(s))| (C(u))^{1/2}\text{d}s\) for a closed segmentation curve \(C : \{0, L(C)\} \to \mathbb{R}^2\). Goldlücke and Cremers use a convex approximation of the \(p\)-Menger–Melnikov curvature which can be defined for image gradient measures [13]. Schoenemann et al. perform denoising and inpainting with elastica-type regularization on discretized images by rephrasing the problem as an integer linear program [26, 27] which can be globally solved after relaxation. Finally, in [7] a convex approximation is proposed for a functional penalizing absolute mean curvature of image level lines.

Functional lifting as a means of (convex) relaxation has been applied especially for segmentation problems. Alberti et al. derived a convex formulation of the highly non-convex Mumford–Shah functional \(E(u, S) = \int_{\Omega \setminus S} |\nabla u|^2 \text{d}x + H^1(S)\) as \(\sup_{\phi \in K} \int_{\Omega \times \mathbb{R}} \phi(x) D1_{u(x)>t} \text{d}x\text{d}t\) for a particular convex set \(K \subset C_0(\Omega \times \mathbb{R} ; \mathbb{R}^2)\), where the lifted image \(u\) is given by the characteristic function \(1_{u(x)>t}\) of \(\{(x,t) \in \Omega \times \mathbb{R} : u(x)>t\}\) [1]. Pock et al. relax the constraint that \(1_{u(x)>t}\) be a characteristic function and thus approximate the image segmentation by a convex optimization problem which they solve via a primal-dual ascent-descent iteration [22]. Chambolle generalizes the above lifting approach to general BV-coercive functionals \(E : L^1(\Omega; \mathbb{R}) \to [0, \infty]\) and shows that their lower semi-continuous envelope \(\overline{E}(u)\) can be represented convexly as \(\overline{E}(1_{u(x)>t}) = \sup_{\phi \in K} \int_{\Omega \times \mathbb{R}} \phi(x) D1_{u(x)>t} \text{d}x\text{d}t\) for a convex set \(K\) [9]. However, the set \(K\) typically is too complicated, and Chambolle examines for what functionals \(K\) can be characterized locally. For functionals of the form \(E(u) = \int_{\Omega} f(x, u(x), \nabla u(x)) \text{d}x\) with \(f\) convex in \(\nabla u\) and satisfying some regularity conditions, \(K\) takes the form \(K = \{\phi \in C_0(\Omega \times \mathbb{R} ; \mathbb{R}^{n+1}) : \phi^f(x, t) \geq f^*(x, t, \phi^f(x, t))\}\) for the Legendre–Fenchel dual \(f^*\) of \(f\) [23]. Allowing also non-characteristic functions as arguments of \(E\) one obtains a convex optimization problem, and thresholding its minimizer can be shown to yield a minimizer of the original problem.

Note that for binary image segmentation, the situation is simpler: Nikolova et al. show that thresholding the minimizer of the convex energy \(\int_{\Omega} |\nabla u(x)| + \lambda g(u) u(x) \text{d}x\) on BV(\(\Omega; [0, 1]\)) yields the global minimum of the binary Mumford–Shah segmentation problem with data \(g\) [19]. For multilabel segmentation, the same convex optimization and thresholding approach gives experimentally good results [14].

Chambolle et al. investigated the convex relaxation of the same multilabel segmentation [10, 21]. They derive bounds for the convex relaxation in terms of the original functional and also find the largest convex lower semi-continuous functional below the original functional which is local in the sense that it can be expressed as an integral with localized integrand. Our article has a similar aim in that we also seek a convex functional close below \(\text{Rcl}\) which can still be evaluated locally. An approach closely related to ours (though inherently discrete) computes a convex approximation of a discrete elastica functional: Schoenemann et al. perform denoising and inpainting with elastica-type regularization on discretized
images by rephrasing the problem as an integer linear program [26, 27] which can be globally solved after relaxation. After dividing the image into subpixel segments they introduce a binary variable for each segment (encoding fore- or background) and for each pair of adjacent image edges. A linear surface continuation constraint now ensures that foreground regions and boundary edges are compatible, and a linear boundary continuation constraint ensures that the foreground boundary is a continuous curve. Both constraints in a sense are parallelled by our continuous compatibility and consistency conditions (7) and (8), and the main source of convexification in their as well as our method lies in the representation of compatibility and consistency as a single linear constraint.

1.2 Notation and conventions

For convenience and not to have to go into the differential geometric details we identify, throughout the paper, normal vectors $\nu \in \mathbb{S}^1$ with angles in the quotient space $\mathbb{R} / (2\pi\mathbb{Z})$ via the inverse mapping $e : \mathbb{R} / (2\pi\mathbb{Z}) \to \mathbb{S}^1$, $e(t) = (\cos t, \sin t)$. In particular, $\mathbb{S}^1 \sim \mathbb{R} / (2\pi\mathbb{Z})$ inherits its topological structure from $\mathbb{S}^1$ and is endowed with the group structure of $\mathbb{R} / (2\pi\mathbb{Z})$. The latter means that $(1, 0)$ corresponds to 0 and that angle sums and differences can be identified with elements in $\mathbb{S}^1$. Moreover, the derivatives of functions $\varphi : \mathbb{S}^1 \to \mathbb{R}$ and $\psi : \mathbb{R} \to \mathbb{S}^1$ may be expressed as

$$\varphi'(\nu) = \lim_{h \to 0} \frac{\varphi(\nu + h) - \varphi(\nu)}{h} \in \mathbb{R}, \quad \psi'(t) = \lim_{h \to 0} \frac{(\psi(t + h) - \psi(t)) \cdot \psi'(t)}{h} \in \mathbb{R},$$

respectively, where $\nu \perp$ denotes counterclockwise rotation by $\pi/2$, that is, $\nu \perp = (-\nu_2, \nu_1)$. The latter corresponds to identifying, locally around $\psi(t) \in \mathbb{S}^1$, the range $\mathbb{S}^1 \sim \mathbb{R} / (2\pi\mathbb{Z})$ and the probability measure $\mu_\psi$ on $\mathbb{R}$ via the inverse mapping $\psi$, the pushforward measure $\pi_\psi : \mathbb{R} \to \mathbb{S}^1$, $\pi_\psi(x) = (\cos x, \sin x)$, is then defined analogously. In this sense, angle addition $+ : \mathbb{S}^1 \times \mathbb{S}^1 \to \mathbb{S}^1$ as well as angle negation $- : \mathbb{S}^1 \to \mathbb{S}^1$ are arbitrarily differentiable with first derivatives $(1, 1)$ and $-1$, respectively.

We will also frequently make use of measure disintegration. Typically we consider reghar countably additive measures $\nu \in \text{rca}(\Omega \times \mathbb{S}^1 \times \mathbb{R})$ on the four-dimensional space $\Omega \times \mathbb{S}^1 \times \mathbb{R}$, where $\Omega \subset \mathbb{R}^2$ is an open Lipschitz domain. We define the projections $\pi_\Omega : \Omega \times \mathbb{S}^1 \times \mathbb{R} \to \Omega$, $(x, \nu, \kappa) \mapsto x$, and $\pi_{\Omega \times \mathbb{S}^1} : \Omega \times \mathbb{S}^1 \times \mathbb{R} \to \Omega \times \mathbb{S}^1$, $(x, \nu, \kappa) \mapsto (x, \nu)$. Given $\nu \in \text{rca}(\Omega \times \mathbb{S}^1 \times \mathbb{R})$, the pushforward measure $(\pi_{\Omega \times \mathbb{S}^1})_{\#} \nu \in \text{rca}(\Omega \times \mathbb{S}^1 ; \mathbb{R})$ is defined by $(\pi_{\Omega \times \mathbb{S}^1})_{\#} \nu(E) = \nu \circ (\pi_{\Omega \times \mathbb{S}^1})^{-1}(E) = \nu(E \times \mathbb{R})$ for all Borel sets $E \subset \mathbb{R} \times \mathbb{S}^1$. Then by the disintegration theorem [3, 4], for $(\pi_{\Omega \times \mathbb{S}^1})_{\#} \nu$-almost all $(x, \nu) \in \Omega \times \mathbb{S}^1$ there exists a probability measure $\nu_{(x, \nu)} \in \text{rca}(\mathbb{R} ; \mathbb{R})$ such that $\nu$ is the product measure $\nu = \nu_{(x, \nu)} \times (\pi_{\Omega \times \mathbb{S}^1})_{\#} \nu$. Correspondingly we define the pushforward measure $(\pi_{\Omega})_{\#} \nu \in \text{rca}(\Omega ; \mathbb{R})$ and the probability measure $\nu_x \in \text{rca}(\mathbb{S}^1 \times \mathbb{R} ; \mathbb{R})$, $x \in \Omega$.

The remainder of the article proceeds as follows. Section 2 rigorously introduces the elastica energy $R_{el}$ and its lifted version. It also includes the proof that the convex relaxation $R_{el}^{\star \star}$ is trivial if $R_{el}$ only measures the curvature of image level lines. Section 3 then introduces our approximation of the elastica functional. In particular, we prove its convex lower semi-continuity as well as the existence of minimizing measures, we discuss why the approximation fails to be the exact convex relaxation, we derive the predual formulation of $R_{el}^{\star \star}$, and we characterize the minimizing measures. Finally, we propose a numerical discretization in Section 4 and show some image processing applications.

2 Euler’s elastica energy on $L^1$

This section introduces Euler’s elastica energy $R_{el}$ for $L^1$-images. After defining $R_{el}$ based on a generalized notion of level line curvature we briefly show that its convex relaxation is zero for certain degenerate parameters. Finally we introduce a functionally lifted version of $R_{el}$ as a preparation for the convex approximation to be derived in the subsequent section.

2.1 Generalized curvature and a coarea representation of the elastica energy

We first define Euler’s elastica functional for characteristic functions of smooth sets, after which we will introduce a weak definition of curvature in order to define Euler’s elastica energy for general images. Let $\Omega \subset \mathbb{R}^2$ be an open bounded Lipschitz domain. Let $\mathcal{O} \subset \Omega$ be simply connected and have a smooth
Consequently, writing arclength parametrization \( x(s) \) and \( \nu_O(x(s)) = \dot{x}(s) \) and \( \kappa_O(x(s)) = \dot{x}(s) \cdot \nu_O(x(s)) = \frac{d}{ds} \nu_O(x(s)) \), where the dot denotes differentiation with respect to arclength and \( \frac{d}{ds} \nu_O(x(s)) \) is to be interpreted as explained in Section 1.2. Now consider the image \( u = \chi_O \), where \( \chi_O : \Omega \to \{0, 1\} \) shall be the characteristic function of \( O \). Euler’s elastica energy of \( u \) is defined as

\[
R_u(u) = \int_0^L f(x(s), \nu_O(x(s)), \kappa_O(x(s))) \, ds
\]

\[
= \int_{\partial O} f(x, \nu_O(x), \kappa_O(x)) \, dH^1(x) = \int_{\Omega} f(x, \nu_O(x), \kappa_O(x)) \, d|\nabla u|(x) , \quad (11)
\]

where we mostly have in mind \( f : \Omega \times S^1 \times \mathbb{R} \to \mathbb{R} \), \( (x, \nu, \kappa) \to \alpha \kappa^2 + b \) for \( a, b > 0 \), but other choices (in particular anisotropic ones) are also possible. Here, \( H^1 \) denotes the one-dimensional Hausdorff measure. For the above set \( O \) and parameterization of \( \partial O \), any smooth \( \psi \in C_0^\infty(\Omega \times S^1; \mathbb{R}) \) satisfies

\[
0 = \int_0^L \frac{d}{ds} \psi(x(s), \nu_O(x(s))) \, ds = \int_{\partial O} \nabla_x \psi(x, \nu_O(x)) \cdot \nu_O(x)^{-\perp} + \frac{\partial \psi(x, \nu_O(x))}{\partial \nu} \kappa_O(x) \, dH^1(x) , \quad (12)
\]

where \( \nu^{-\perp} = -\nu^\perp \) denotes the clockwise rotation by \( \frac{\pi}{2} \) and \( \frac{\partial}{\partial \nu} \) the derivative with respect to the angle as introduced in Section 1.2. This relation can be employed to generalize the notion of boundary curvature to sets of finite perimeter.

**Definition 1** (Generalized curvature). Let \( O \subset \Omega \) have finite perimeter, and let \( \partial^* O \subset O \) denote its essential boundary and \( \nu_O \) its generalized inner normal \([2]\). \( \kappa_O \in L^1_{\text{loc}}(H^1 \cap \partial^* O; \mathbb{R}) \) (the space of scalar, locally integrable functions with respect to the measure \( H^1 \cap \partial^* O \)) is a generalized curvature of \( \partial^* O \), if

\[
0 = \int_{\partial^* O} \nabla_x \psi(x, \nu_O(x)) \cdot \nu_O(x)^{-\perp} + \frac{\partial \psi(x, \nu_O(x))}{\partial \nu} \kappa_O(x) \, dH^1(x) \quad \forall \psi \in C_0^\infty(\Omega \times S^1; \mathbb{R}) . \quad (13)
\]

**Theorem 1** (Uniqueness of generalized curvature). Given \( O \subset \Omega \) with finite perimeter, its generalized curvature, if it exists, is unique.

**Proof.** Let \( \kappa, \tilde{\kappa} \in L^1_{\text{loc}}(H^1 \cap \partial^* O; \mathbb{R}) \) satisfy (13); we have to show \( \kappa = \tilde{\kappa} \). Let \( \zeta \in C_0^\infty(S^1; \mathbb{R}) \) with derivative \( \zeta'(0) = 1 \) and define \( \psi(x, \nu) = \varphi(x) \zeta(\nu - \nu_O(x)) \) for \( \varphi \in C_0^\infty(\Omega; \mathbb{R}) \) (where \( \nu - \nu_O(x) \) is the angle difference). Furthermore, let \( m_* \in C_0^\infty(\mathbb{R}^2; \mathbb{R}) \) be a Dirac sequence with support of diameter smaller than \( \varepsilon > 0 \) and define \( \psi_* : (x, \nu) \to (m_* \varphi)(x, \nu) = \int_\Omega \psi(y, \nu)m_*(x-y) \, dy \). Obviously, \( \psi_* \in C_0^\infty(\Omega \times S^1; \mathbb{R}) \) with \( \frac{\partial \psi_*(x, \nu_O(x))}{\partial \nu} = (m_* \varphi')(x, \nu_O(x)) = (m_* \varphi')(x) \). We thus have

\[
\int_{\partial^* O} \varphi(\kappa - \tilde{\kappa}) \, dH^1 = \lim_{\varepsilon \to 0} \int_{\partial^* O} \frac{\partial \psi(x, \nu_O(x))}{\partial \nu}(\kappa(x) - \kappa(x)) \, dH^1(x) = 0 ,
\]

where the convergence follows from the uniform convergence \( m_* \varphi \to \varphi \) and Lebesgue’s dominated convergence theorem. By the arbitrariness of \( \varphi \), the fundamental lemma of the calculus of variations implies \( \kappa = \tilde{\kappa} \).

**Remark 1.** By construction, the generalized curvature coincides with the classical notion of curvature for sets \( O \subset \Omega \) with smooth boundary as well as with the curvature of level lines in smooth images. Indeed, if \( O = \{u > 0\} \) for some smooth \( u : \Omega \to \mathbb{R} \) and \( \partial O \) corresponds to the null level-set of \( u \), then for any arclength parametrization \( x : I \to \Omega \) on some open interval \( I \subset \mathbb{R} \), which is oriented counterclockwise with respect to \( O \), we have for \( s \in I \) that \( \nabla u(x(s)) \cdot \dot{x}(s) = 0 \) implying \( \nu_O(x(s)) = \dot{x}(s)^\perp = \frac{\nabla u(x(s))}{|\nabla u(x(s))|} \).

Consequently, writing \( \nu(s) = \nu_O(x(s)) \) and skipping the arguments in \( \nu, \dot{x}, \nabla u, \nabla^2 u \), we get

\[
\frac{d}{ds} \nu(s) = \lim_{h \to 0} \frac{\nu(s+h) - \nu(s)}{h} = \frac{1}{|\nabla u|} \left( \nabla^2 u \left( I - \nu \otimes \nu \right) \nabla u \right) \cdot \nu^\perp = \frac{1}{|\nabla u|} \left( \nabla^2 u \frac{\nu^\perp}{|\nabla u|} \right) .
\]
On the other hand, computing \(-\text{div}\left(\frac{\nabla u}{|\nabla u|}\right)\) yields, since \(\text{tr}(A) = \text{tr}(V^T AV)\) for any orthonormal \(V\),

\[
-\text{div}\left(\frac{\nabla u}{|\nabla u|}\right) = -\frac{1}{|\nabla u|} \text{tr}\left(\nabla^2 u \left( I - \frac{\nabla u}{|\nabla u|} \otimes \frac{\nabla u}{|\nabla u|} \right)\right) = -\frac{1}{|\nabla u|} \left( \nabla^2 u (I - \nu \otimes \nu) \cdot \nu + (\nabla^2 u (I - \nu \otimes \nu)') \cdot \nu' \right) = -\frac{(\nabla^2 u)'}{|\nabla u|} \cdot \nu',
\]

hence \(\frac{d}{ds}(\psi(x(s)))\) and \(-\text{div}\left(\frac{\nabla u}{|\nabla u|}\right)(x(s))\) coincide for all \(s \in I\). Therefore, analogously to (12), for all \(\psi \in C_0^\infty(\Omega \times S^1; \mathbb{R})\), the identity

\[
\int_{\partial \Omega} \nabla_x \psi(x, \nu_O(x)) \cdot \nu_O(x)^{-1} - \frac{\partial \psi(x, \nu_O(x))}{\partial \nu} \text{div}\left(\frac{\nabla u}{|\nabla u|}\right)(x) d\mathcal{H}^1 = 0
\]

holds, meaning that \(\kappa_O = -\text{div}\left(\frac{\nabla u}{|\nabla u|}\right)\).

The notion of generalized curvature now allows to introduce the elastica energy with generic integrands \(f\) and for general functions in \(\text{BV}(\Omega; \mathbb{R})\) (the space of scalar functions of bounded variation on \(\Omega\)).

**Definition 2** (Elastica energy). Let \(f : \Omega \times S^1 \times \mathbb{R} \rightarrow [0, \infty]\) be lower semi-continuous. For a characteristic function \(u = \chi_O\) of \(O \subset \Omega\) we then define

\[
R_{el}(u) = \int_{\partial^* \Omega} f(x, \nu_O(x), \kappa_O(x)) d\mathcal{H}^1(x) = \int_{\Omega} f(x, \nu_O(x), \kappa_O(x)) d|\nabla u|(x),
\]

if \(O\) has finite perimeter (or equivalently, \(u \in \text{BV}(\Omega; \mathbb{R})\)), and \(R_{el}(u) = \infty\) else. For a general image \(u \in L^1(\Omega; \mathbb{R})\) we abbreviate \(O^*_u := \{x \in \Omega : u(x) \geq t\}\) and define the elastica energy as

\[
R_{el}(u) = \int_{\mathbb{R}} R_{el}(\chi_{O^*_u}) dt,
\]

where the right-hand side shall be infinite if \(u \notin \text{BV}(\Omega; \mathbb{R})\) or \(t \mapsto R_{el}(\chi_{O^*_u})\) is not in \(L^1(\mathbb{R}; \mathbb{R})\).

**Remark 2.** Note that the integral in (14) is indeed well-defined. Since \(f\) is a non-negative, lower semi-continuous integrand and \(\nu_O\) as well as \(\kappa_O\) are measurable and uniquely determined almost everywhere with respect to \(\mathcal{H}^1 \circ \partial^* O\) (see, e.g., [2] as well as Theorem 1), the integrand is still measurable. Changing \(\nu_O\) and \(\kappa_O\) on an \(\mathcal{H}^1\)-negligible set does not affect the integral, hence \(R_{el}(\chi_O)\) is well-defined. Likewise, if \(u \in \text{BV}(\Omega; \mathbb{R})\), \(O^*_u\) has finite perimeter and \(\partial^* O^*_u\) can be uniquely defined for Lebesgue-almost every \(t \in \mathbb{R}\). Therefore, \(R_{el}\) is also well-defined on \(\text{BV}(\Omega; \mathbb{R})\).

**Remark 3.** If \(u : \Omega \rightarrow \mathbb{R}\) is smooth, then analogously to Remark 1 and by virtue of the coarea formula, we are able to deduce that

\[
R_{el}(u) = \int_{\mathbb{R}} R_{el}(\chi_{O^*_u}) dt = \int_{\mathbb{R}} \int_{\partial O^*_u} f(x, \nu, \kappa) \frac{\nabla u}{|\nabla u|}(x) \text{div}\left(\frac{\nabla u}{|\nabla u|}\right)(x) d\mathcal{H}^1 dt
\]

i.e., for smooth functions, \(R_{el}\) indeed yields the well-known level-set free version of the elastica energy.

### 2.2 Interlude: The importance of the total variation in the elastica energy

As mentioned earlier, we particularly have in mind the elastica integrand \(f(x, \nu, \kappa) = a\kappa^2 + b\). This implies that we do not only measure the actual bending energy of the image level lines, but also their length. Put differently, the elastica energy of an image \(u\) is composed of its total variation semi-norm plus the pure curvature term. This may seem undesirable at first, and one is tempted to consider the mere Willmore energy density \(f(x, \nu, \kappa) = a\kappa^2\). However, surprisingly, in that case the convex relaxation \(R_{el}^*\) of \(R_{el}\) (the largest, convex lower semi-continuous functional below \(R_{el}\)) vanishes completely. The reason lies in the fact that smooth images can be reproduced via convex combinations of striped images.
Theorem 2. Any image \( u \in C_0^\infty(\Omega; \mathbb{R}) \) can be approximated in \( C^k(\overline{\Omega}; \mathbb{R}) \) for any \( k > 0 \) via convex combinations of smooth images whose level lines have zero curvature, that is, for \( n \in \mathbb{N} \) there exist \( N_n \in \mathbb{N} \), \( \alpha_i^n \in [0, 1] \), \( \nu_i^n \in S^1 \), \( u_i^n \in C^\infty(\overline{\Omega}; \mathbb{R}) \) uniformly bounded, \( i = 1, \ldots, N_n \), with

\[
\nabla u_i^n \cdot (\nu_i^n) = 0, \quad \sum_{i=1}^{N_n} \alpha_i^n = 1, \quad \text{and} \quad \sum_{i=1}^{N_n} \alpha_i^n u_i^n \xrightarrow{n \to \infty} u \text{ in } C^k(\overline{\Omega}; \mathbb{R}).
\]

Proof. Without loss of generality, let \( \Omega \) be the open unit ball centered around zero. Let \( u \in C_0^\infty(\Omega; \mathbb{R}) \), then the Radon transform \( R_u \) of \( u \) is defined as

\[
R_u : S^1 \times (-1, 1) \to \mathbb{R}, \quad (\nu, s) \mapsto \int_{\{x \in \Omega : \nu \cdot x = s\}} u(x) \, d\mathcal{H}^1(x).
\]

Due to the density of \( C_0^\infty(\Omega; \mathbb{R}) \) in \( L^2(\Omega; \mathbb{R}) \) and the estimate \( \|R_u\|_{L^2(S^1 \times (-1, 1); \mathbb{R})} \leq 4\pi \|u\|_{L^2(\Omega; \mathbb{R})} \), the Radon transform can be uniquely extended to a continuous operator \( R : L^2(\Omega; \mathbb{R}) \to L^2(S^1 \times (-1, 1); \mathbb{R}) \) [18]. Its adjoint can be computed via

\[
R^* g : \Omega \to \mathbb{R}, \quad x \mapsto \int_{S^1} g(\nu, \nu \cdot x) \, d\mathcal{H}^1(\nu)
\]

for \( g \in L^2(S^1 \times (-1, 1); \mathbb{R}) \). The same holds true if the reals \( \mathbb{R} \) are replaced by \( \mathbb{C} \).

For a given image \( u \in L^2(\Omega; \mathbb{C}) \) we intend to find a preimage under \( R^* \). By the Fourier slice theorem,

\[
\mathcal{F}_2 R_u(\nu, \omega) = \sqrt{2\pi} \hat{u}(\omega \nu),
\]

where the hat denotes the Fourier transform, and \( \mathcal{F}_2 : L^2(S^1 \times (-1, 1); \mathbb{C}) \to L^2(S^1 \times \mathbb{R}; \mathbb{C}) \) stands for the Fourier transform only with respect to the second variable, that is,

\[
\mathcal{F}_2 R_u(\nu, \omega) = \frac{1}{\sqrt{2\pi}} \int_{-1}^{1} \exp(-is\omega) R_u(\nu, s) \, ds.
\]

(For the Fourier transform, \( u \) is extended to \( \mathbb{R}^2 \) by zero.) Thus, for \( \hat{g} \in L^2(S^1 \times \mathbb{R}; \mathbb{C}) \) we have

\[
\int_{S^1} \int_{\mathbb{R}} \mathcal{F}_2 R_u(\nu, \omega) \hat{g}(\nu, \omega) \, d\omega \, d\nu = \sqrt{2\pi} \int_{S^1} \int_{\mathbb{R}} \hat{u}(\omega \nu) \hat{g}(\nu, \omega) \, d\omega \, d\nu
\]

\[
= \sqrt{2\pi} \int_{\mathbb{R}^2} \hat{u}(x) \left[ \hat{g}\left( \frac{x}{|x|}, |x| \right) + \hat{g}\left( \frac{x}{|x|}, -|x| \right) \right] \, dx = \sqrt{2\pi} \int_{\mathbb{R}^2} \hat{u}(x) \left[ \hat{g}\left( \frac{x}{|x|}, |x| \right) + \hat{g}\left( \frac{x}{|x|}, -|x| \right) \right] \, dx,
\]

where a bar denotes the complex conjugate, \( \check{\cdot} \) denotes the inverse Fourier transform, and in the last step we have used Parseval’s identity. We thus obtain

\[
R^* \mathcal{F}_2 \hat{g} = \sqrt{2\pi} \left[ \hat{g}\left( \frac{\cdot}{|\cdot|}, |\cdot| \right) + \hat{g}\left( \frac{\cdot}{|\cdot|}, -|\cdot| \right) \right]
\]

which for given \( u \in L^2(\Omega; \mathbb{C}) \) implies

\[
R^* g = u \quad \text{for} \quad g = \mathcal{F}_2 \hat{g} : (\nu, s) \mapsto \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \exp(is\omega) \hat{g}(\nu, \omega) \, d\omega \quad \text{and} \quad \hat{g} : (\nu, \omega) \mapsto \frac{1}{\sqrt{2\pi}} \hat{u}(\omega \nu)|\omega|,
\]

if this is well-defined. In the case of real-valued \( u \) we may replace \( g \) by its real part.

Now consider \( u \in C_0^\infty(\Omega; \mathbb{R}) \) so that \( \hat{u} \in C^\infty(\mathbb{R}^2; \mathbb{C}) \) due to the compact support of \( u \). Even more, since \( u \) (extended to \( \mathbb{R}^2 \) by zero) is a Schwartz function, \( \hat{u} \) and thus also \( \xi \mapsto \hat{u}(\xi)|\xi| \) decay faster than \( |\xi|^{-k} \) for any \( k > 0 \). As a result, the mapping \( \nu \mapsto \hat{u}(\nu) |\nu| \) is continuous from \( S^1 \) into \( L^2(\mathbb{R}, 1 + \omega^k) = \{ h \in L^2(\mathbb{R}; \mathbb{C}) : \int_{\mathbb{R}} |h(\omega)|^2 (1 + \omega^k) \, d\omega < \infty \} \). For any sequence \( \nu_j \to \infty \) \( \nu \) we have

\[
\int_{\mathbb{R}} |\hat{u}(\omega \nu_j)| |\omega| - \hat{u}(\omega \nu)|\omega|^2 (1 + \omega^k) \, d\omega \xrightarrow{j \to \infty} 0
\]
by Lebesgue’s theorem since the integrand converges pointwise to zero and is bounded by the integrable function $2(\hat{u}(\nu) \cdot \nu)^2 + \max_x (\hat{u}(\nu) \cdot \nu)^2)(1 + \varepsilon)$. Furthermore, the (inverse) Fourier transform is continuous from $L^2(\mathbb{R}, 1 + |\nu|^{2k+2})$ into $H^k(\mathbb{R}; \mathbb{C})$ so that the mapping $\nu \mapsto F_2(\hat{u}(\nu) \cdot \nu)$ is continuous from $S^1$ into $H^k(\mathbb{R}; \mathbb{C})$ (and thus into $C^k([-1,1]; \mathbb{C})$) for any $k > 0$. Summarizing, there is a $g \in L^2(S^1 \times (-1,1); \mathbb{R})$ with $R^*g = u$, which is continuous in its first and smooth up to the boundary in its second argument.

Now we approximate $R^*g$ by a Riemann sum, i.e. for $n \in \mathbb{N}$ we choose $N_n = 2^n$, $\alpha_i^n = \frac{1}{N_n}$, $\nu_j^n = (\cos(2\pi \frac{j}{N_n}), \sin(2\pi \frac{j}{N_n}))'$ and $a_i^n : x \mapsto 2\pi g(\nu_i^n, \nu_i^n \cdot x)$. If we show
\begin{align*}
\sum_{i=1}^{N_n} \alpha_i^n u_i^n = \frac{2\pi}{2^n} \sum_{i=1}^{2^n} g(\nu_i^n, \nu_i^n \cdot \cdot) \xrightarrow{n \to \infty} \int_{S^1} g(\nu, \nu \cdot \cdot) d\mathcal{H}^1(\nu) = u \quad \text{in } C^k(\overline{\Omega}; \mathbb{R}) \text{ for } k > 0
\end{align*}

this converges the proof. Indeed, $\sum_{i=1}^{N_n} \alpha_i^n u_i^n$ is a Cauchy sequence in $C^k(\overline{\Omega}; \mathbb{R})$: For given $\varepsilon > 0$ and any $(x, \nu) \in \overline{\Omega} \times S^1$ there is $\delta(x, \nu) > 0$ such that $|D^i_k g(\nu, x \cdot \nu) - D^i_k g(\nu, x \cdot \nu')| < \varepsilon$ for all $0 \leq i \leq k$ and all $|x - x'| < \delta(x, \nu)$. The balls $B_{\delta(x, \nu)}(x, \nu)$ cover $\overline{\Omega} \times S^1$ so that we can choose a finite subcover. Of this subcover, choose $\delta$ as the minimum ball radius and $n$ such that $2^{-n} < \delta$. Then
\begin{align*}
\sum_{i=1}^{N_n} \alpha_i^n u_i^n \xrightarrow{n \to \infty} \hat{u} \quad \text{in } C^k(\overline{\Omega}; \mathbb{R}) \text{ for some } \hat{u} \in C^k(\overline{\Omega}; \mathbb{R}) \text{. However,}
\end{align*}
\begin{align*}
\hat{u}(x) = \lim_{n \to \infty} \sum_{i=1}^{N_n} \alpha_i^n u_i^n(x) = \lim_{n \to \infty} \frac{2\pi}{2^n} \sum_{i=1}^{2^n} g(\nu_i^n, \nu_i^n \cdot x) = \int_{S^1} g(\nu, \nu \cdot x) d\mathcal{H}^1(\nu) = u(x) \quad \forall x \in \overline{\Omega}
\end{align*}
due to the convergence of the Riemann sum.

Since images with straight level lines have zero bending energy, Theorem 2 implies $R^*_C(u) = 0$ for any $u \in C^0_{\mathbb{R}}(\Omega; \mathbb{R})$ and $f(x, \nu, \kappa) = a \kappa^2$. Via density, this even holds on all of $L^p(\Omega; \mathbb{R})$, $1 \leq p < \infty$.

**Corollary 3** (Convex relaxation of curvature functional). Let $1 \leq p < \infty$. If $f(x, \nu, \kappa) = a \kappa^2$, then the convex relaxation of $R_{\mathbb{R}}$ on $L^p(\Omega; \mathbb{R})$ is identically zero.

### 2.3 Functional lifting of Euler’s elastica energy

To derive a convex approximation of Euler’s elastica energy, we employ the technique of functional lifting. For an image $u \in BV(\Omega; \mathbb{R})$ whose super-level sets admit a generalized curvature $\kappa_{\mathcal{O}_u}$, consider the polar decomposition of its gradient $\nabla u$ into the normalized vector field $\nu_u = \frac{\nabla u}{|\nabla u|}$ and the scalar measure $|\nabla u|$. (Note that for almost all $t \in \mathbb{R}$ we have $\mathcal{H}^1 \cup \partial^* \mathcal{O}_u$-almost everywhere $\nu_u = \nu_{\mathcal{O}_u}$.) The vector component of the polar decomposition shall serve as a new dimension, and additionally we introduce the level line curvature as a dimension. Specifically, we aim to represent the measure $\nabla u$ by a non-negative measure $v[u]$ on $\Omega \times S^1 \times \mathbb{R}$ such that $v[u]$ has support on those $(x, \nu, \kappa) \in \Omega \times S^1 \times \mathbb{R}$ for which $\nu$ and $\kappa$ coincide with the normal $\nu_{\mathcal{O}_u}(x)$ of $u$ and the curvature $\kappa_{\mathcal{O}_u}(x)$ of a level line $\partial^* \mathcal{O}_u \ni x$. Furthermore, the image gradient shall be recovered by the reversal of the lifting,
\begin{align}
\nabla u = \int_{S^1 \times \mathbb{R}} \nu \, dv[u](\cdot, \nu, \kappa)
\end{align}

(16)

(16)

The right-hand side just represents an intuitive notation for the pushforward measure $(\pi_{\Omega})_#(\nu u[u])$ under the projection $\pi_{\Omega}$ (defined in Section 1.2). More specifically, we introduce the following (where $C_c(\Omega \times S^1 \times \mathbb{R})$ denotes the continuous functions on $\Omega \times S^1 \times \mathbb{R}$ with compact support).

**Definition 3** (Lifted image gradient). Let $u \in BV(\Omega; \mathbb{R})$ such that the generalized curvature $\kappa_{\mathcal{O}_u}$ is defined for almost all $t \in \mathbb{R}$. Then, by Riesz’ theorem, the relation
\begin{align}
\int_{\mathbb{R}} \int_{\partial^* \mathcal{O}_u} \phi(x, \nu_{\mathcal{O}_u}(x), \kappa_{\mathcal{O}_u}(x)) \, d\mathcal{H}^1(x) \, dt = \int_{\Omega \times S^1 \times \mathbb{R}} \phi(x, \nu, \kappa) \, dv[u](x, \nu, \kappa) \quad \forall \phi \in C_c(\Omega \times S^1 \times \mathbb{R})
\end{align}

(17)
uniquely defines a nonnegative, regular countably additive measure \( v[u] \in \text{rca}(\Omega \times S^1 \times \mathbb{R}) \) [24], which we shall call the lifting of \( \nabla u \).

We can readily validate that (16) is indeed satisfied.

**Theorem 4** (Reversal of lifting). Any image \( u \in \text{BV}(\Omega; \mathbb{R}) \) which admits a lifting satisfies (16).

**Proof.** By the disintegration theorem (see e. g. [3]) there exists a family \( (v_x)_{x \in \Omega} \) of probability measures on \( S^1 \times \mathbb{R} \) such that for all \( \varphi \in C_c(\Omega; \mathbb{R}^2) \) we have

\[
\int_{\Omega} \varphi \cdot d(\pi^1_u)(\nu v[u]) = \int_{\Omega} \int_{S^1 \times \mathbb{R}} \varphi(x) \, d\nu \cdot d(\pi^1_u)(\nu v[u])(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \varphi(x) \cdot \nu \, dv[u](x, \nu, \kappa).
\]

Also, by the coarea formula for functions in \( \text{BV}(\Omega; \mathbb{R}) \),

\[
\int_{\Omega} \varphi \cdot d\nabla u = \int_{\mathbb{R}} \int_{\partial^* \mathcal{O}_t^{\kappa}} \varphi \cdot \nu \, d\mathcal{H}^1 \, dt.
\]

We will show the right-hand sides of both previous equations to be equal: For \( k \in \mathbb{N} \) let \( \phi_k : \Omega \times S^1 \times \mathbb{R} \to \mathbb{R} \), \( \phi_k(x, \nu, \kappa) = (\varphi(x) \cdot \nu) \max(0, \min(1, k - |\kappa|)) \). Furthermore, let us abbreviate \([\cdot]^+ = \max(0, \cdot)\) and \([\cdot]^− = \min(0, \cdot)\). Obviously, \([|\kappa|^\pm\to [\varphi \cdot \nu]^\pm\) pointwise and monotonically. Thus,

\[
\int_{\Omega \times S^1 \times \mathbb{R}} [\varphi(x) \cdot \nu]^\pm \, dv[u](x, \nu, \kappa) = \lim_{k \to \infty} \int_{\Omega \times S^1 \times \mathbb{R}} [\phi_k]^\pm \, dv[u]
\]

\[
= \lim_{k \to \infty} \int_{\mathbb{R}} \int_{\partial^* \mathcal{O}_t^{\kappa}} [\phi_k(x, \nu \mathcal{O}_t^{\kappa}(x), \kappa \mathcal{O}_t^{\kappa}(x))]^\pm \, d\mathcal{H}^1(x) \, dt = \int_{\mathbb{R}} \int_{\partial^* \mathcal{O}_t^{\kappa}} [\varphi \cdot \nu \mathcal{O}_t^{\kappa}]^\pm \, d\mathcal{H}^1 \, dt.
\]

where the first equality is due to Beppo Levi’s theorem and the last due to Lebesgue’s dominated convergence theorem (note that the positive and negative part of a continuous function is again continuous). Adding the equation for the positive and the negative part yields the desired equality. 

The elastica energy can now be expressed as a function of the lifted image gradient.

**Theorem 5** (Elastica energy in lifted space). Let \( f \) and \( R_{el} \) be given according to Definition 2. If \( u \in \text{BV}(\Omega; \mathbb{R}) \) admits a lifting \( v[u] \) (else \( R_{el}(u) = \infty \) anyway), then

\[
R_{el}(u) = \int_{\Omega \times S^1 \times \mathbb{R}} f(x, \nu, \kappa) \, dv[u](x, \nu, \kappa).
\]

**Proof.** First observe that since \( f \) is lower semi-continuous and non-negative, we can write it as the pointwise limit \( f(x, \nu, \kappa) = \lim_{k \to \infty} Y_k f(x, \nu, \kappa) \) (see e. g. [6]) of the Lipschitz-continuous Yosida transforms

\[
Y_k f(x, \nu, \kappa) = \inf \left\{ f(\tilde{x}, \tilde{\nu}, \tilde{\kappa}) + k \sqrt{|x - \tilde{x}|^2 + \text{dist}(\nu, \tilde{\nu})^2 + (\kappa - \tilde{\kappa})^2} : (\tilde{x}, \tilde{\nu}, \tilde{\kappa}) \in \Omega \times S^1 \times \mathbb{R} \right\},
\]

where \( \text{dist}(\nu, \tilde{\nu}) \) shall be the metric distance between \( \nu \) and \( \tilde{\nu} \) induced by the embedding of \( S^1 \) in \( \mathbb{R}^2 \). Furthermore, we can define a monotonously increasing sequence of cutoff functions \( T_k \in C_c(\Omega \times S^1 \times \mathbb{R}, \mathbb{R}) \) with \( T_k \equiv 1 \) on \( \{ x \in \Omega : \text{dist}(x, \partial \Omega) \geq 1/k \} \times S^1 \times [-k, k] \). The sequence \( f_k = (Y_k f) T_k \), \( k \in \mathbb{N} \), then lies in \( C_c(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) \) and converges pointwise and monotonously against \( f \). By Beppo Levi’s theorem,

\[
R_{el}(u) = \lim_{k \to \infty} \int_{\mathbb{R}} \int_{\partial^* \mathcal{O}_t^{\kappa}} f_k(x, \nu \mathcal{O}_t^{\kappa}(x), \kappa \mathcal{O}_t^{\kappa}(x)) \, d\mathcal{H}^1(x) \, dt = \lim_{k \to \infty} \int_{\Omega \times S^1 \times \mathbb{R}} f_k \, dv[u] = \int_{\Omega \times S^1 \times \mathbb{R}} f \, dv[u].
\]

In the following, let us assume \( f \) to be strictly positive so that there exists a positive, continuous function \( w \in C(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) \) with 0 < \( w \leq f \). Let us characterize the space of the measures \( v[u] \) with finite \( R_{el}(u) \). Equation (18) implies \( \|uv[u]\|_{\text{TV}(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})} < \infty \). Hence, the measures \( v[u] \) can be interpreted as elements of the Banach space

\[
\mathcal{M} = \{ v \text{ Borel measure : } uv \in \text{rca}(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) \}
\]
Theorem 6

\[\sum_{i} \text{in turn implies the boundedness of} \sum_{i} \\text{R} \]

Here we propose a convex approximation (3.1) Relaxing the elastica energy

\[\text{A convex, lower semi-continuous approximation} \\text{on} \ C \\text{closure of} \ \| \cdot \| \text{with norm} \|v\|_{M} = \|w\|_{TV(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R})} \] By Riesz, \( M \) is isometrically isomorphic to the dual space of \( C_{w}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) = \{ \phi : \Omega \times S^{1} \times \mathbb{R} \rightarrow \mathbb{R} : \phi/w \in C_{0}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \} \)

with the weighted norm \( \| \phi \|_{w} = \| \phi/w \|_{\infty} \). Here, \( C_{0}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \) denotes the closure of \( C_{c}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \) with respect to the supremum norm \( \| \cdot \|_{\infty} \). Equivalently, \( C_{w}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \) can be interpreted as the closure of \( C_{c}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \) with respect to the norm \( \| \cdot \|_{w} \). By the same standard argument as for \( C_{0}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}), C_{0}(\Omega \times S^{1} \times \mathbb{R}; \mathbb{R}) \) is a separable Banach space. In the following we will always assume \( w(x,\nu,\kappa) = c_{0}(|\kappa|+1) \) for some constant \( c_{0} > 0 \).

For later reference, let us also state the following property of the lifted elastica energy.

Theorem 6 (Lower semi-continuity with respect to lifted image). \( R_{el}^{l}(v) := \int_{\Omega \times S^{1} \times \mathbb{R}} f dv \) is weak-* (and thus also sequentially weak-*) lower semi-continuous on \( \{ v \in M : v \geq 0 \} \).

Proof. Let \( f_{k} \) be a monotonously increasing sequence in \( C_{c}(\Omega \times S^{1} \times \mathbb{R}) \) converging pointwise to \( f \) (as in the proof of Theorem 5). By Beppo-Levi’s theorem, for any \( v \in M \) with \( v \geq 0 \) we have

\[ R_{el}^{l}(v) = \lim_{k \rightarrow \infty} \int_{\Omega \times S^{1} \times \mathbb{R}} f_{k} dv = \sup_{k \in \mathbb{N}} \int_{\Omega \times S^{1} \times \mathbb{R}} f_{k} dv, \]

which is weak-* lower semi-continuous on \( \{ v \in M : v \geq 0 \} \) as the pointwise supremum of weak-* continuous functionals. \( \square \)

3 A convex, lower semi-continuous approximation

Here we propose a convex approximation \( R_{el}^{ap} \) of Euler’s elastica energy, which turns out to be not quite the convex relaxation \( R_{el}^{*} \). We examine some of the properties of \( R_{el}^{ap} \) and of the involved minimizing measures, and we also find a predual representation of \( R_{el}^{ap} \).

3.1 Relaxing the elastica energy

The convex relaxation of \( R_{el} \) on \( L^{1}(\Omega; \mathbb{R}) \), i.e. the largest convex, lower semi-continuous functional on \( L^{1}(\Omega; \mathbb{R}) \) below \( R_{el} \), can be expressed as

\[ R_{el}^{*}(u) = \inf \left\{ \liminf_{j \rightarrow \infty} \sum_{i=1}^{n^{j}} \alpha_{i}^{j} R_{el}(u_{i}^{j}) : \text{n}^{j} \in \mathbb{N}, u_{i}^{j} \in L^{1}(\Omega; \mathbb{R}), \alpha_{i}^{j} \in [0,1] \sum_{i=1}^{n^{j}} \alpha_{i}^{j} = 1, \sum_{i=1}^{n^{j}} \alpha_{i}^{j} u_{i}^{j} \rightarrow u \right\}. \]

Hence, for any \( u \in L^{1}(\Omega; \mathbb{R}) \) with \( R_{el}^{*}(u) < \infty \) there exist convex combinations \( u_{j} = \sum_{i=1}^{n^{j}} \alpha_{i}^{j} u_{i}^{j}, j \in \mathbb{N} \), of \( L^{1}(\Omega; \mathbb{R}) \)-functions with \( u_{j} \rightarrow u \) in \( L^{1}(\Omega; \mathbb{R}) \) and \( \sum_{i=1}^{n^{j}} \alpha_{i}^{j} f_{\Omega \times S^{1} \times \mathbb{R}} f dv[u_{i}^{j}] \rightarrow R_{el}^{*}(u) \). This in turn implies the boundedness of \( \sum_{i=1}^{n^{j}} \alpha_{i}^{j} v[u_{i}^{j}] \) in \( M \) so that (upon choosing a subsequence) we may additionally assume \( \sum_{i=1}^{n^{j}} \alpha_{i}^{j} v[u_{i}^{j}] \rightarrow v \). Theorem 6 now implies

\[ R_{el}^{*}(u) \geq \inf_{v \in M(u)} \int_{\Omega \times S^{1} \times \mathbb{R}} f dv, \]

where \( M(u) \) is the set of all measures \( v \in M \) such that there exist convex combinations \( u_{j} = \sum_{i=1}^{n^{j}} \alpha_{i}^{j} u_{i}^{j}, j \in \mathbb{N} \), of \( L^{1}(\Omega; \mathbb{R}) \)-functions with \( u_{j} \rightarrow u \) in \( L^{1}(\Omega; \mathbb{R}) \) and \( \sum_{i=1}^{n^{j}} \alpha_{i}^{j} v[u_{i}^{j}] \rightarrow v \). We will choose the right-hand side of (22) as starting point to develop a convex, lower semi-continuous approximation of \( R_{el} \). Note that it may well be that equality holds in (22), however, a corresponding analysis promises to be difficult. A related problem considers integral functionals on \( L^{p} \), where Young measures can be interpreted as liftings of the \( L^{p} \)-arguments [12]. Here indeed, the convex relaxation (with respect to the weak topology) of a sufficiently coercive integral functional, evaluated at \( u \in L^{p}, p > 1 \), is shown to equal the infimum over a set of Young measures compatible with \( u \) and satisfying a \( p \)-integrability condition.
Theorem 7 (Characterization of $\mathcal{M}(u)$). $\mathcal{M}(u)$ is the intersection of the closed convex hull (with respect to weak-* convergence in $\mathcal{M}$) of \( \{v[\tilde{u}] : \tilde{u} \in L^1(\Omega; \mathbb{R}), R_{\partial}(\tilde{u}) < \infty \} \) with the affine subspace of measures $v$ in $\mathcal{M}$ satisfying

$$
\nabla u = \int_{S^1 \times \mathbb{R}} \nu \, dv(\nu, \kappa).
$$

(23)

Proof. Let $v \in \mathcal{M}(u)$, then by definition there exist convex combinations $u_j = \sum_{i=1}^{n_j} \alpha_j^i u_j^i$, $j \in \mathbb{N}$, of $L^1(\Omega; \mathbb{R})$-functions with $u_j \to u$ in $L^1(\Omega; \mathbb{R})$ and $v_j = \sum_{i=1}^{n_j} \alpha_j^i v[u_j^i] \rightharpoonup v$ in $\mathcal{M}$ so that $v$ indeed lies in the above closed convex hull. Furthermore, by Theorem 4,

$$
\nabla u_j = \sum_{i=1}^{n_j} \alpha_j^i (\pi^\Omega)_# v[u_j^i] = (\pi^\Omega)_# v_j.
$$

Since $u_j \to u$ in $L^1(\Omega; \mathbb{R})$ for BV-functions $u_j$ implies the weak-* convergence $u_j \to u$ in $\text{BV}(\Omega; \mathbb{R})$, the left-hand side of the equation converges weakly-* to $\nabla u$. The right-hand side converges to $(\pi^\Omega)_# v$ in the same sense, as

$$
\int_{\Omega} \varphi \, d(\pi^\Omega)_# v_j = \int_{\Omega \times S^1 \times \mathbb{R}} \varphi \, d\nu_j \rightharpoonup \int_{\Omega \times S^1 \times \mathbb{R}} \varphi \, d\nu = \int_{\Omega} \varphi \, d(\pi^\Omega)_# v
$$

for any $\varphi \in C_c(\Omega; \mathbb{R})$, which concludes the proof of (23).

Conversely, let $v$ in the above closed convex hull satisfy (23). Then again, there exist convex combinations $u_j = \sum_{i=1}^{n_j} \alpha_j^i u_j^i$ with $v_j = \sum_{i=1}^{n_j} \alpha_j^i v[u_j^i] \rightharpoonup v$ (where without loss of generality we may assume the $u_j^i$ to have the same mean as $u$). By Theorem 4, this implies $\nabla u_j = (\pi^\Omega)_# v_j \rightharpoonup (\pi^\Omega)_# v$. Thus, by Poincaré’s inequality for BV-functions, the $u_j$ converge weakly-* in $\text{BV}(\Omega; \mathbb{R})$ against some $\tilde{u} \in \text{BV}(\Omega; \mathbb{R})$ with same mean as $u$ and with $\nabla \tilde{u} = (\pi^\Omega)_# v$. Again by Poincaré, this implies $\tilde{u} = u$. $\square$

By (15) and the linearity of (17), the closed convex hull of $\{v[\tilde{u}] : \tilde{u} \in L^1(\Omega; \mathbb{R}), R_{\partial}(\tilde{u}) < \infty \}$ in the above characterization of $\mathcal{M}(u)$ may also be expressed as the closed convex hull of

$$
\mathcal{M}_O = \{v[\tilde{u}] : \tilde{u} = s \chi_\Omega, s \geq 0, O \subset \Omega\}
$$

$$
= \{v \in \mathcal{M} : v \geq 0, \exists \Omega \subset \Omega, s \geq 0 \forall \phi \in C^\infty_c(\Omega \times S^1 \times \mathbb{R}^2) : 
\int_{\Omega \times S^1 \times \mathbb{R}} \phi(x, \nu, \kappa) \, dv(x, \nu, \kappa) = s \int_{\partial^\star O} \phi(x, \nu_\Omega(x), \kappa_\Omega(x)) \, dH^1(x)\},
$$

(24)

where $O$ is the set of all simply connected subsets $O \subset \Omega$ with $R_{\partial}(\chi_O) < \infty$ and their complements.

The set $\mathcal{M}(u)$ appears to have a complicated structure which we will elaborate on in the next section. We replace it by a simpler, slightly larger set (consequently, our approximation will definitely lie below the convex relaxation), namely the set of all non-negative measures in $\mathcal{M}$ satisfying the two conditions specified below. By Theorem 7, all measures $v \in \mathcal{M}(u)$ satisfy (23) or equivalently

$$
\int_{\Omega \times S^1 \times \mathbb{R}} \varphi(x) \cdot \nu \, dv(x, \nu, \kappa) = -\int_{\Omega} u(x) \text{div} \varphi(x) \, dx \quad \forall \varphi \in C^\infty_c(\Omega; \mathbb{R}^2).
$$

(25)

We call this the compatibility condition since it expresses that the measure $v$ is compatible with the image gradient $\nabla u$. Furthermore, by continuity (17) also holds for any $\phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})$, in particular for $\phi(x, \nu, \kappa) = \nabla_x \psi(x, \nu) \cdot \nu^{-\perp} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa$, $\psi \in C^\infty_c(\Omega \times S^1; \mathbb{R})$. Thus, by the definition (13) of the generalized curvature we have

$$
\int_{\Omega \times S^1 \times \mathbb{R}} \nabla_x \psi(x, \nu) \cdot \nu^{-\perp} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa \, dv[u](x, \nu, \kappa)
$$

$$
= \int_{\mathbb{R}} \int_{\partial^\star O_t} \nabla_x \psi(x, \nu_{O_t}) \cdot \nu_{O_t}^{-\perp} + \frac{\partial \psi(x, \nu_{O_t})}{\partial \nu} \kappa_{O_t} \, dH^1(x) \, dt = 0.
$$

(26)
Since this condition is linear and weak-* closed in \(v[u] \in \mathcal{M}\), all measures \(v \in \mathcal{M}(u)\) also satisfy

\[
0 = \int_{\Omega \times S^1 \times \mathbb{R}} \nabla_x \psi(x, v) \cdot v - \frac{\partial \psi(x, v)}{\partial \nu} \kappa \, dv(x, v, \kappa) \quad \forall \psi \in C^\infty_0(\Omega \times S^1; \mathbb{R}),
\]

which we denote the consistency condition, since it expresses that the level line normals encoded in \(v\) fit to the encoded curvatures.

We call a non-negative measure \(v \in \mathcal{M}\) adequate for a given \(u \in L^1(\Omega; \mathbb{R})\), if it satisfies the compatibility and the consistency conditions (25) and (27). Now we approximate Euler’s elastica energy for \(u \in L^1(\Omega; \mathbb{R})\) by

\[
R_{\text{el}}^\text{ap}(u) = \inf_{v \in \mathcal{M}, v \geq 0, (25) \land (27)} \int_{\Omega \times S^1 \times \mathbb{R}} f \, dv,
\]

if an adequate measure exists for \(u\), and \(R_{\text{el}}^\text{ap}(u) = \infty\) else. \(R_{\text{el}}^\text{ap}\) has the form of a linear program. By (22) and the above, \(R_{\text{el}}^\text{ap}\) is a minorant of \(R_{\text{el}}\).

### 3.2 Examples of adequate measures

Before we begin with the analysis of the approximation \(R_{\text{el}}^\text{ap}\), let us briefly give some examples of adequate measures to provide some intuition of the image gradient lifting.

**Example 1** (Adequate measures). \(v[u] \in \mathcal{M}\) is adequate for any \(u \in L^1(\Omega; \mathbb{R})\) with finite \(R_{\text{el}}(u)\). A special, instructive case is the following.

1. Let \(\mathcal{O} \subset \Omega\) be simply connected with smooth boundary, and let \(\partial \mathcal{O}\) be parameterized counterclockwise by arclength, \(x : [0, L] \to \partial \mathcal{O}, s \mapsto x(s)\). For the unit inward normal \(\nu_{\mathcal{O}}(s) = \dot{x}(s)\) and the curvature \(\kappa_{\mathcal{O}}(s) = \ddot{x}(s) \cdot \nu_{\mathcal{O}}(s) = \frac{d}{ds} \nu_{\mathcal{O}}(s)\), the measure \(v[\chi_{\mathcal{O}}]\) is defined via

\[
\int_{\Omega \times S^1 \times \mathbb{R}} \phi \, dv[\chi_{\mathcal{O}}] = \int_0^L \phi(x(s), \nu_{\mathcal{O}}(s), \kappa_{\mathcal{O}}(s)) \, ds
\]

for all test functions \(\phi \in C_c(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})\).

More general examples and properties are given below. Let \(v, v_1, v_2\) be adequate for \(u, u_1, u_2\), respectively.

2. \(v\) is adequate for \(u + a\) with any constant \(a \in \mathbb{R}\).

3. Due to the linearity of (25) and (27), \(av_1 + bv_2\) is adequate for \(au_1 + bu_2\) with any \(a, b \geq 0\).

4. \(v^-\) with \(v^-((x, \nu, \kappa)) = v(x, -\nu, -\kappa)\) is adequate for \(-u\).

5. \(v + w + w^-\) is adequate for \(u\), where \(w\) is any non-negative measure in \(\mathcal{M}\) satisfying (27) (take for example \(w\) adequate for a different image \(\hat{u}\)).

6. Any non-negative measure \(w \in \mathcal{M}\) with \((\pi^\Omega \times S^1)_\#(\kappa w) = (\pi^\Omega \times S^1)_\#(\kappa v)\) is adequate for \(u\).

7. If \(v_i\) is adequate for \(\chi_{\mathcal{O}_i}, i \in \mathbb{N}\), define \(v\) by \(v(E) = \int_\mathbb{R} v_i(E) \, dt\) for all Borel sets \(E \subset \Omega \times S^1 \times \mathbb{R}\). Then \(v\) is adequate for \(u \in \mathcal{M}\).

**Theorem 8** (Adequate measures with simple support). If \(v \in \mathcal{M}\) is adequate for \(u \in L^1(\Omega; \mathbb{R})\) with \(\text{card}(\text{supp}(v_i)) \leq 1\) for \((\pi^\Omega)_\#v\)-almost all \(x \in \Omega\), then \(v\) is unique and satisfies \((\pi^\Omega)_\#v = |\nabla u|\). If in addition the lifting of \(\nabla u\) exists, then \(v = v[u]\).

**Proof.** Let \((v(x), \kappa(x))\) denote the support of \(v_x\) for \(x \in \text{supp}((\pi^\Omega)_\#v)\). We first show \(v(x)(\pi^\Omega)_\#v(x) = \nabla u(x)\) and thus by polar decomposition \((\pi^\Omega)_\#v = |\nabla u|\). Indeed, by (25), for any \(\varphi \in C^\infty_0(\Omega; \mathbb{R}^2)\) we have

\[
\int_{\mathcal{O}} \varphi \cdot \nabla u = \int_{\Omega \times S^1 \times \mathbb{R}} \varphi(x) \cdot \nu \, dv(x, \nu, \kappa) = \int_{\Omega} \varphi(x) \cdot \int_{S^1 \times \mathbb{R}} \nu \, dv_{\nu}(\nu, \kappa) \, d(\pi^\Omega)_\#v(x) = \int_{\Omega} \varphi(x) \cdot v(x) \, d(\pi^\Omega)_\#v(x).
\]

Now let \(v_1, v^2 \in \mathcal{M}\) be adequate for \(u\) with \(\text{card}(\text{supp}(v_i)) \leq 1\) for \(|\nabla u|-\text{almost}\) all \(x \in \Omega, i = 1, 2\), and denote the support of \(v_i\) by \((v_i(x), \kappa^i(x))\). We will show \(v^1 = v^2\). The previous paragraph implies \(v^1 = v^2\) \(|\nabla u|-\text{almost everywhere}\). Hence, (27) implies \(0 = \int_{\Omega \times S^1 \times \mathbb{R}} \frac{\partial \psi(x, v)}{\partial \nu} \kappa \, dv(x, v, \kappa) \, |\nabla u|(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \frac{\partial \psi(x, v^1)}{\partial \nu} \kappa \, dv^1(x, \nu, \kappa) \, |\nabla u|(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \frac{\partial \psi(x, v^2)}{\partial \nu} \kappa \, dv^2(x, \nu, \kappa) \, |\nabla u|(x)\) for all \(\psi \in C^\infty_0(\Omega \times S^1; \mathbb{R})\). Now \(\kappa^1 = \kappa^2\) follows as in the proof of Theorem 1 (note \(\kappa^1, \kappa^2 \in L^1(|\nabla u|; \mathbb{R})\) due to \(v^1, v^2 \in \mathcal{M}\)).

For \(v = v[u]\) just note that \(v[u]_x\) has simple support in \((\nu_{\mathcal{O}_x}, \kappa_{\mathcal{O}_x}(x))\), where \(\partial^* \mathcal{O}_u\) is the level line through \(x\). \(\square\)
3.3 Properties of $R_{cl}^{ap}$

We proceed by showing some properties of the approximation $R_{cl}^{ap}$. We will first show that minimizers of the optimization problem in (28) exist and then prove the coercivity and convex lower semi-continuity of $R_{cl}^{ap}$. It follows that $R_{cl}^{ap}$ is a convex lower semi-continuous functional below $R_{el}$, but—as discussed earlier—not the largest one.

**Theorem 9** (Existence of minimizing measure). The minimum in (28) is achieved.

**Proof.** Given $u \in BV(\Omega; \mathbb{R})$ with $R_{cl}^{ap}(u) < \infty$, consider a minimizing sequence $v_n$, $n \in \mathbb{N}$, where the $v_n$ are adequate for $u$. Due to $\int_{\Omega \times S^1} f \, dv_n \geq \|v_n\|_{\mathcal{M}}$ the $v_n$ are bounded in $\mathcal{M}$ so that $v_n \xrightarrow{\ast} v$ for some $v \in \mathcal{M}$. $v$ is adequate, since $v \geq 0$ and (25) and (27) are weak-* closed. Finally, $\int_{\Omega \times S^1} f \, dv \leq \liminf_{n \to \infty} \int_{\Omega \times S^1} f \, dv_n$ by Theorem 6.

**Theorem 10** (Bound on total variation). For $u \in L^1(\Omega; \mathbb{R})$ and a compatible $v \in \mathcal{M}$ (in the sense of (25)), $|\nabla u|$ is absolutely continuous with respect to $(\pi^\Omega)_\# v$, and the Radon–Nikodym derivative has norm

$$\|\partial |\nabla u|/\partial (\pi^\Omega)_\# v\|_{L^\infty((\pi^\Omega)_\# v; \mathbb{R})} \leq 1.$$  

**Proof.** Let $E \subset \Omega$ be an open Borel set, then

$$\int_E |\nabla u| = \sup_{\nu \in C_0^\infty(\Omega; \mathbb{R})} \int_{\Omega \times S^1} \phi \cdot d\nabla u = \sup_{\nu \in C_0^\infty(\Omega; \mathbb{R})} \int_{\Omega} \int_{S^1} \phi(x) \cdot \nu \, d\nu(x, \nu, \kappa) \, d(\pi^\Omega)_\# v(x) \leq \int_{\Omega} d(\pi^\Omega)_\# v.$$

Example 1.5 shows that the reverse is not true in general, i.e. $(\pi^\Omega)_\# v$ is not necessarily absolutely continuous with respect to $|\nabla u|$, and that the inequality cannot be turned into an equality.

**Corollary 11** (Coercivity of $R_{cl}^{ap}$). If $c_0 > 0$ is chosen such that $f \geq c_0$, then $R_{cl}^{ap}(u) \geq c_0 |u|_{TV(\Omega; \mathbb{R})}$.

For the ease of notation, let us introduce the constraining sets

$$\mathcal{M}_1 = \left\{ v \in \mathcal{M} : \int_{\Omega \times S^1} \psi(x) \cdot \nu \, d\nu(x, \nu, \kappa) = 0 \, \forall \psi \in C_0^\infty(\Omega; \mathbb{R}^2) \right\},$$  

$$\mathcal{M}_2 = \left\{ v \in \mathcal{M} : \int_{\Omega \times S^1} \nabla \psi(x, \nu) \cdot \nu^{-1} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa \, d\nu(x, \nu, \kappa) = 0 \, \forall \psi \in C_0^\infty(\Omega \times S^1; \mathbb{R}) \right\},$$

and denote by $I_M$ the indicator function of a convex set $M$.

**Theorem 12** (Convex lower semi-continuity of $R_{cl}^{ap}$). $R_{cl}^{ap}$ is convex lower semi-continuous on $L^1(\Omega; \mathbb{R})$.

**Proof.** From Theorem 9 we know

$$R_{cl}^{ap}(u) = \min_{v \in \mathcal{M}} \int_{\Omega \times S^1} f \, dv + I_{\{v \in \mathcal{M} : v \geq 0\}}(v) + I_{\mathcal{M}_1}(v - \hat{v}[u]) + I_{\mathcal{M}_2}(v),$$

where $\hat{v}[u]$ is any measure satisfying (25) (if no such measure exists, interpret $I_{\mathcal{M}_1}(v - \hat{v}[u])$ as constantly infinity). It is readily seen that the objective function $R(v, u)$ in this minimization is convex in $(v, u) \in \mathcal{M} \times L^1(\Omega; \mathbb{R})$. However, this implies the convexity of $R_{cl}^{ap}$ on $L^1(\Omega; \mathbb{R})$: Given $u_1, u_2 \in L^1(\Omega; \mathbb{R})$ with corresponding minimizers $v_1, v_2 \in \text{rea}(\Omega \times S^1 \times \mathbb{R})$ and $\alpha \in [0, 1],$

$$R_{cl}^{ap}(\alpha u_1 + (1 - \alpha)u_2) \leq R(\alpha u_1 + (1 - \alpha)u_2, \alpha v_1 + (1 - \alpha)v_2) \leq \alpha R(u_1, v_1) + (1 - \alpha)R(u_2, v_2) = \alpha R_{cl}^{ap}(u_1) + (1 - \alpha)R_{cl}^{ap}(u_2).$$

Concerning the lower semi-continuity, consider a sequence $u_n \to_{n \to \infty} u$ in $L^1(\Omega; \mathbb{R})$ with $\liminf_{n \to \infty} R_{cl}^{ap}(u_n) = C < \infty$. Upon extracting a subsequence, we may assume $\liminf_{n \to \infty} R_{cl}^{ap}(u_n) = C$. Let $v_n \in \mathcal{M}$ be such that $R(u_n, v_n) = R_{cl}^{ap}(u_n)$. Due to $R_{cl}^{ap}(u_n) \geq \|v_n\|_{\mathcal{M}}$, we have $v_n \xrightarrow{\ast} v$ for a subsequence and some $v \in \mathcal{M}$. Likewise, due to the coercivity of $R_{cl}^{ap}$ (Corollary 11) we have $u_n \xrightarrow{\ast} u$ in $BV(\Omega; \mathbb{R})$ after extracting a further subsequence (which we consider from now on). Thus $R_{cl}^{ap}(u) \leq R(u, v) = \lim_{n \to \infty} R(u_n, v_n) = C$. 


3.4 The missing gap to the convex relaxation

To obtain a simple approximation to Euler’s elastica energy, we have in the previous section replaced the set \( \mathcal{M}(u) \) by the set \( \mathcal{M}_1 \cap (\mathcal{M}_2 + \hat{e}[u]) \cap \{ v \in \mathcal{M} : v \geq 0 \} \) of non-negative measures satisfying (25) and (27) (where for \( u \in BV(\Omega; \mathbb{R}) \) the measure \( \hat{e}[u] \) is any measure satisfying (25)). This new set is larger than \( \mathcal{M}(u) \) which results in the consequence that \( R^{el}_1 \) is not the convex relaxation of \( R^{el}_1 \). Indeed, consider the images \( u_1 \) to \( u_4 \) in Figure 1. They all feature a corner in their level lines, leading to an infinite elastica energy. The first image can be decomposed into the convex combination of two images which are half black and half white, thus it satisfies \( R^{el}_1(u_1) < \infty \). The other three images, however, cannot be interpreted as the limit of convex combinations of images with bounded elastica energy so that \( R^{el}_1(u_i) = \infty \), \( i = 2, 3, 4 \). Nevertheless, they all admit a smooth (though self-intersecting) arclength parameterization \( x_i : [0, L_i] \to \Omega \) of their discontinuity set with normal \( \nu_i = \hat{x}_i \) and curvature \( \kappa_i = \hat{k}_i \). Consequently, the non-negative line measure \( v_i \), defined by

\[
\int_{\Omega \times S^1 \times \mathbb{R}} \phi \, dv_i = \int_0^{L_i} \phi(x_i(s), \nu_i(s), \kappa_i(s)) \, ds \quad \forall \phi \in C_c(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}),
\]

satisfies (25) (since the image jump across the curve stays constant) and (27) so that \( R^{el}_1(u_i) \leq \int_{\Omega \times S^1 \times \mathbb{R}} f \, dv_i < \infty \), \( i = 2, 3, 4 \).

The reason for this phenomenon apparently lies in the fact that we also admit line measures (32) which belong to smooth curves \( x_i : [0, L_i] \to \Omega \) (or more precisely to smooth immersions of \( S^1 \) or \([0, 1] \) in \( \Omega \)) that exhibit self-intersection. Such a line measure cannot be decomposed into separate, consistent (in the sense of (27)) line measures without self-intersection, each of which would be compatible to a different image so that the original image can be reproduced as a convex combination of these images. In fact, one could think of even wilder line measures with an arbitrary number of self-intersections.

Of course, such self-intersecting measures are excluded if in (28) we only admit measures from the (sequentially weakly-* ) closed convex hull \( \overline{\mathcal{M}_O} \) of \( \mathcal{M}_O \). In order to distill the underlying mechanism, one might interpret \( \overline{\mathcal{M}_O} \) as the intersection of \( \mathcal{M}_2 \) with \( \overline{\mathcal{M}_O} \) for

\[
\overline{\mathcal{M}_O} = \left\{ v \in \mathcal{M} : v \geq 0, \exists O \in \mathcal{O}, s \geq 0 \forall \phi \in C^\infty_c(\Omega \times S^1; \mathbb{R}) : \int_{\Omega \times S^1} \phi(x, \nu) \, dv(x, \nu, \kappa) = s \int_{\partial^* O} \phi(x, \nu(x)) \, dH^1(x) \right\},
\]

using the same notation as in the previous section. \( \overline{\mathcal{M}_O} \) indeed excludes the line measures corresponding to \( u_2 \) to \( u_4 \) in Figure 1.

The condition encoded by \( \overline{\mathcal{M}_O} \) is global in nature and cannot be verified locally; for any two branches of a measure \( v \) which have support at the same \( x \in \Omega \) but at different \( \nu \in S^1 \) we have to check that they stay independent from each other throughout the image. This fact makes the true convex relaxation of \( R^{el}_1 \) inadequate for computational purposes.

\( \overline{\mathcal{M}_O} \) is a cone so that \( \overline{\mathcal{M}_O} \) is a sequentially weakly-* closed convex cone. One can try to obtain a little more intuition of \( \overline{\mathcal{M}_O} \) via duality techniques: We can express the indicator function \( I_{\overline{\mathcal{M}_O}} \) as the restriction of the biconjugate \( I_{\mathcal{M}_O}^* \) on \( \mathcal{M} \), where the asterisk denotes the Legendre–Fenchel dual.
For any $\phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})$ which is independent of its third argument,

$$I_{M_0}^*(\phi) = \begin{cases} 0, & \text{if } \int_{\partial\Omega} \phi(x, \nu(x), 0) \, dH^1(x) \leq 0 \forall \Omega \in O, \\ \infty & \text{else}, \end{cases}$$

so a condition on the measure $v$ would have the form $\int_{\Omega \times S^1 \times \mathbb{R}} \phi \, dv \leq 0$ for all functions $\phi$ satisfying $\int_{\partial\Omega} \phi(x, \nu(x), 0) \, dH^1(x) \leq 0 \forall \Omega \in O$. A function $\phi$ for which this constraint takes effect would for example be slightly positive in a close neighborhood of the support of the line measure that we would like to exclude and strongly negative elsewhere.

### 3.5 A predual representation

Sometimes it is useful to have also a predual representation of the optimization problem (28), for example to obtain a more adequate expression for numerical implementation or for the analysis.

**Theorem 13** (Predual representation of $R_{cl}^D$). For $u \in BV(\Omega; \mathbb{R})$ the minimization problem in (28) is the dual problem to

$$\sup_{\varphi \in C_0^\infty(\Omega \times \mathbb{R}; \mathbb{R})} \int_{\Omega} \varphi \cdot d\nabla u \quad \text{s. t.} \quad \nabla_x \psi(x, \nu) \cdot \nu^{-1} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa + \varphi(x) \cdot \nu \leq f(x, \nu, \kappa) \forall (x, \nu, \kappa) \in \Omega \times S^1 \times \mathbb{R},$$

and strong duality holds (that is, both optimization problems yield the same value).

**Proof.** Recall the definition of the constraining sets (30) and (31) and additionally define

$$\mathcal{M}_1^+ = \{ \phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) : \exists \varphi \in C_0^\infty(\Omega ; \mathbb{R}^2) : \phi(x, \nu, \kappa) = \varphi(x) \cdot \nu \},$$

$$\mathcal{M}_2^+ = \{ \phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) : \exists \psi \in C_0^\infty(\Omega \times S^1 ; \mathbb{R}) : \phi(x, \nu, \kappa) = \nabla_x \psi(x, \nu) \cdot \nu^{-1} + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa \},$$

where the closure is taken in $C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})$. Furthermore, let $\hat{v} \in \mathcal{M}$ satisfy (25), that is,

$$\int_{\Omega} \varphi(x) \cdot d\nabla u(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \varphi(x, \nu) \, d\hat{v}(x, \nu, \kappa) \forall \varphi \in C_0^\infty(\Omega ; \mathbb{R}^2).$$

Denote the indicator function of a convex set $M$ by $I_M$ and the Legendre–Fenchel dual by an asterisk.

We have

$$(\hat{v} + I_{\mathcal{M}_1^+})^* = I_{\mathcal{M}_1^{-}}(\cdot - \hat{v}), \quad (I_{\mathcal{M}_2^+})^* = I_{\mathcal{M}_2^{-}}.$$

Define

$$F : C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) \to \mathbb{R}, F(\phi) = I_{\{ \phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) : \phi \leq 0 \}}(\phi - f),$$

$$G : C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) \to \mathbb{R}, G(\phi) = (\hat{v} + I_{\mathcal{M}_1^+})^* I_{\mathcal{M}_2^+} \cdot \phi = \inf_{\phi \in \mathcal{M}_1^+} \int_{\Omega \times S^1 \times \mathbb{R}} \phi \, d\hat{v}.$$

Assuming the validity of the Fenchel–Rockafellar formula, we obtain

$$\min_{v \in \mathcal{M}} F^*(v) + G^*(v) = \sup_{\phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})} (-F(\phi) - G(\phi)), \quad (36)$$

where

$$F^*(v) = \int_{\Omega \times S^1 \times \mathbb{R}} f \, dv + I_{\{ v \in \mathcal{M} : v \geq 0 \}}(v),$$

$$G^*(v) = I_{\mathcal{M}_1}(v - \hat{v}) + I_{\mathcal{M}_2}(v).$$

According to [5], the strong duality (36) indeed holds, if $\bigcup_{\lambda \leq 0} \lambda(\text{Dom}(F) + \text{Dom}(G))$ is a closed vector space. However, $0 \in \text{Dom}(G)$, and the ball $\{ \phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}) : \| \phi \|_w \leq 1 \}$ is a subset of $\text{Dom}(F)$ so that $\bigcup_{\lambda \leq 0} \lambda(\text{Dom}(F) + \text{Dom}(G)) = C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})$ fulfills the requirement.

The left-hand side of (36) obviously is the minimization problem in (28). Its right-hand side is the claimed predual problem. \qed
As an example for its application, consider the following alternative proof of Corollary 11.

**Theorem 15 (Uniqueness of curvature support).** If \( f \) is strictly convex in \( \kappa \), then \((x, \nu, \kappa_1) \in \text{supp}(v_1), (x, \nu, \kappa_2) \in \text{supp}(v_2)\) for any two (possibly non-distinct) minimizers \( v_1, v_2 \) of (28) implies \( \kappa_1 = \kappa_2 \) for ((\(\pi_\Omega \times S^1\))\(\# v\)-almost all \((x, \nu) \in \Omega \times S^1\).

**Proof.** First consider the case \( v_1 = v_2 = v \). Jensen’s inequality then implies for \((\pi_\Omega \times S^1)\)\(\# v\)-almost all \((x, \nu) \in \Omega \times S^1\)

\[
\int_\Omega f(x, \nu, \kappa) \, d\delta_{\kappa(x, \nu)} = f(x, \nu, \int_\Omega \kappa \, d\nu_{(x, \nu)}(\kappa)) \leq \int_\Omega f(x, \nu, \kappa) \, d\nu_{(x, \nu)}(\kappa),
\]

where \( \delta_{\kappa(x, \nu)} \) denotes the Dirac measure centered around \( \kappa(x, \nu) \). The inequality is strict if \( \nu(x, \kappa) \) has support in more than one point. Since \( v \) is a minimizer of

\[
\int_{\Omega \times S^1 \times \mathbb{R}} f \, d\nu = \int_{\Omega \times S^1} \int_\mathbb{R} f(x, \nu, \kappa) \, d\nu_{(x, \nu)}(\kappa) \, d((\pi_\Omega \times S^1)\# v)(x, \nu)
\]

we thus must have \( v(x, \kappa) = \delta_{\kappa(x, \nu)} \) for \((\pi_\Omega \times S^1)\)\(\# v\)-almost all \((x, \nu) \in \Omega \times S^1\) (note that this \( v \) is adequate).

Now let \( v_1, v_2 \) be distinct minimizers, then \( v = \frac{1}{2} v_1 + \frac{1}{2} v_2 \) is also a minimizer. The above implies that \( v(x, \kappa) \) has support only at a single \( \kappa \)-value for \((\pi_\Omega \times S^1)\)\(\# v\)-almost all \((x, \nu) \in \Omega \times S^1\). Likewise, \( (v_1)_{(x, \nu)} \) and \( (v_2)_{(x, \nu)} \) only have support at a single \( \kappa \)-value, which implies that all of these \( \kappa \)-values must coincide.

While the previous result implies that there is a unique curvature \( \kappa(x, \nu) \) associated with every point \((x, \nu) \in \Omega \times S^1\), there is in general no unique normal \( \nu \) associated with \( x \in \Omega \). This is closely linked to the fact that the support of \((\pi_\Omega)\# v\) for the minimizing \( v \) may be larger than \( \text{supp}(\nabla u) \). As an example, consider the images in Figure 2. Here, we cannot have \( \text{supp}((\pi_\Omega)\# v) \subset \text{supp}(\nabla u) \) without violating the consistency condition (27). Hence, ghost edges will occur in the minimizing measure \( v \) which cancel each other during integration in (25), \( \int_{\Omega \times S^1} \nu \, d\nu_{(x, \nu)}(\nu, \kappa) = 0 \).

An even more subtle example is related to Theorem 2. Consider \( u \in C_0^\infty(\Omega; \mathbb{R}) \). By the proof of Theorem 2, \( u \) can be written as an integral \( u = \int_{\Omega} u_{\nu} \, dH^1(\nu) \) of images \( u_{\nu} \) with straight, parallel level lines and uniformly bounded BV-norm. The corresponding adequate measure \( v = \int_{\Omega} v_{[u_{\nu}]} \, dH^1(\nu) \) typically has support \( \text{supp}(v) = \Omega \times S^1 \times \{0\} \), that is, neither is the support of \((\pi_\Omega)\# v\) restricted to \( \text{supp}(\nabla u) \) nor is there a unique normal \( \nu \) associated with any \( x \in \Omega \). If the curvature term in the elastica energy density \( f \) is weighted strongly enough, one may expect this \( v \) to be the minimizing measure, since it satisfies \( \kappa = 0 \) all over its support.

Despite the above, if characteristic functions of sets \( \Omega \subset \Omega \) with smooth boundary are considered, then \( \text{supp}((\pi_\Omega)\# v) \subset \text{supp}(\nabla \chi_{\Omega}) \) does imply that for \( |\nabla \chi_{\Omega}| \)-almost each \( x \in \Omega \), \( v_x \) has support at a unique \((\nu(x), \kappa(x))\).
Theorem 16 (Adequate measures for characteristic functions). Let $u = \chi_{\mathcal{O}}$ for $\mathcal{O} \subset \Omega$ with smooth boundary and $f$ be strictly convex in $\kappa$. By Theorem 15 it suffices to consider only adequate measures with unique support in the $\kappa$-dimension. Then any such measure $v$ with $\text{supp}((\pi^1)\#_v) \subset \text{supp}(\nabla u) = \partial \mathcal{O}$ satisfies $v = (1 + c)v[u] + cv[u]^{-}$ for some constant $c \geq 0$ (where $v[u]^{-}(x, \nu, \kappa) = v[u](x, -\nu, -\kappa)$).

Proof. Denote by $sd_{\partial \mathcal{O}}$ the signed distance function to $\partial \mathcal{O}$ and define

$$\psi \in C^\infty_c(\Omega \times S^1; \mathbb{R}), \psi(x, \nu) = T(x)sd_{\partial \mathcal{O}}(x) (\nabla_x sd_{\partial \mathcal{O}}(x) \cdot \nu^⊥)$$,

where $T : \Omega \to [0, 1]$ is a smooth cutoff function which is zero outside a neighborhood of $\partial \mathcal{O}$, one inside a neighborhood of $\partial \mathcal{O}$, and which ensures $\psi \in C^\infty_c(\Omega \times S^1)$. The consistency condition (27) then implies

$$0 = \int_{\partial \mathcal{O} \times S^1 \times \mathbb{R}} \nabla_x \psi(x, \nu) \cdot \nu^⊥ + \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa \, dv(x, \nu, \kappa)$$

$$= \int_{\partial \mathcal{O} \times S^1 \times \mathbb{R}} (\nabla_x sd_{\partial \mathcal{O}}(x) \cdot \nu^⊥)^2 \, dv(x, \nu, \kappa) = \int_{\partial \mathcal{O} \times S^1} (\nabla_x sd_{\partial \mathcal{O}}(x) \cdot \nu^⊥)^2 \, d((\pi^1)\#_v)(x, \nu).$$

We deduce $\text{supp}((\pi^1)\#_v) \subset \{(x, \nu) \in \Omega \times S^1 : x \in \partial \mathcal{O}, \nu = \pm \nu(x)\}$, where $\nu(x)$ is the inward normal to $\partial \mathcal{O}$ at $x$. Since the support in the $\kappa$-dimension is unique, we obtain that $\text{supp}(v)$ is a subset of two non-intersecting curves $\gamma_{\pm} : [0, L] \to \Omega \times S^1 \times \mathbb{R}, s \mapsto (x(s), \pm \nu(x(s)), \kappa_{\pm}(s))$, where $x(s) : [0, L] \to \Omega$ denotes the arc length parameterization of $\partial \mathcal{O}$. The consistency condition (27) now implies that actually $\kappa_{\pm}(s) = \pm \kappa(x(s))$ is the curvature of $\partial \mathcal{O}$, and furthermore that $v = c_1 v[u] + c_2 v[u]^{-}$ for two constants $c_1, c_2 \geq 0$, $c_1 \geq 1$ and $c_1 - c_2 = 1$ then follows from the compatibility condition (25).

It is obvious that taking $v = v[\chi_{\mathcal{O}}]$ in the above theorem reduces the integral $\int_{\pi^1 \times S^1 \times \mathbb{R}} f \, dv$ so that $\text{supp}((\pi^1)\#_v) \subset \partial \mathcal{O}$ for the minimizing $v$ implies $v = v[\chi_{\mathcal{O}}]$. Another case where the minimizing measure $v$ can be identified with the lifting $v[u]$ is when $v$ has simple support in the $\nu$-coordinate (cf. Theorem 8). This can be used to assess the tightness of the relaxation $R_{el}^{sp}$.

Theorem 17 (A posteriori characterization of tight relaxation). If $u$ admits a lifting $v[u]$ and if the minimizer $v$ of (28) has simple support in the $\nu$-coordinate (in the sense $\text{card}(\pi^1 \text{supp}(v_2)) \leq 1$) for $(\pi^1)\#_v$-almost every $x \in \Omega$, then $v = v[u]$ and thus $R_{el}(u) = R_{el}^{sp}(u) = R_{el}^{sp}(u)$.

Proof. By Theorem 15 we have $\text{card}((\pi^1)\#_v) \leq 1$ which by Theorem 8 implies $v = v[u]$ and thus $R_{el}^{sp}(u) = R_{el}(u)$. 

Finally we would like to show that under certain conditions the minimizing measure in (28) decomposes into a set of line measures. Let $\text{Imm}(S^1; \Omega)$ denote the set of immersions from $S^1$ into $\Omega$ and define $\text{Imm}((0, 1); \Omega)$ to be the set of immersions $C : (0, 1) \to \Omega$ with $C(0), C(1) \in \partial \Omega$. Furthermore, let $|C|$ denote the image of an immersion $C$ and introduce the set

$$\mathcal{C} = \{|C| \subset \Omega : C \in \text{Imm}(S^1; \Omega) \cup \text{Imm}((0, 1); \Omega), \mathcal{H}^1(|C|) < \infty\}. \quad (37)$$

Theorem 18 (Decomposition of minimizing measure). By Theorem 15 the minimizing measure $v$ in (28) can be represented by a curvature function $\kappa : \Omega \times S^1 \to \mathbb{R}$ and the projected measure $(\pi^1 \times S^1)\#_v$. 

Figure 2: Left: The left-most image $u$ has infinite elastica energy, but can be expressed as the convex combination of two images with finite elastica energy. Hence, $R_{el}^{sp}(u) < \infty$, where the support of $(\pi^1)\#_v$ for an adequate measure $v$ is indicated by the dotted line. Along that line, $v$ has support at the normal $\nu$ and at $-\nu$. Right: Two more examples of the same type, where the second example additionally exhibits a self-intersection.
If $\kappa$ is Lipschitz-continuous and $\Omega$ has smooth boundary, then there exists a set $\mathcal{E}_\kappa \subset \mathcal{E}$ and a measure $\sigma$ on $\mathcal{E}_\kappa$ such that for all $\phi \in C_w(\Omega \times S^1 \times \mathbb{R}; \mathbb{R})$

$$\int_{\Omega \times S^1 \times \mathbb{R}} \phi \, dv = \int_{\mathcal{E}_\kappa} \int_{|C|} \phi(x, \nu_C(x), \kappa_C(x)) \, d\mathcal{H}^1(x) \, dv(|C|),$$

where $\nu_C$ and $\kappa_C$ are the normal and curvature to the curve $|C|$, and $\kappa_C(x) = \kappa(x, \nu_C(x))$.

**Proof.** For given $(x_0, \nu_0) \in \Omega \times S^1$, define the characteristic $(x(x_0, \nu_0), \nu(x_0, \nu_0))$ as the solution to the autonomous ordinary differential equation

$$\frac{d}{dt} \begin{pmatrix} x(x_0, \nu_0) \\ \nu(x_0, \nu_0) \end{pmatrix} = \begin{pmatrix} \nu_{(x_0, \nu_0)} \\ \kappa(x(x_0, \nu_0), \nu(x_0, \nu_0)) \end{pmatrix}, \quad \left. \begin{pmatrix} x(x_0, \nu_0) \\ \nu(x_0, \nu_0) \end{pmatrix} \right|_{t=0} = \begin{pmatrix} x_0 \\ \nu_0 \end{pmatrix},$$

which is well-defined in an interval around 0 due to the Lipschitz-continuity of the right-hand side. Even more, the solution can be continued for positive and negative times until $(x(x_0, \nu_0)(t), \nu(x_0, \nu_0)(t))$ reaches $\partial \Omega \times S^1$.

Next consider a copy $\Omega^- \times S^1$ of $\Omega \times S^1$ and the isometry

$$i: \Omega \times S^1 \to \Omega^- \times S^1^-,$$

For each characteristic $(x_{i(x_0, \nu_0)}, \nu_{i(x_0, \nu_0)}): (\bar{t}_1, \bar{t}_2) \to \Omega^- \times S^1$ with $(x_0, \nu_0) \in \Omega \times S^1$ define an associated characteristic $(x_{i(x_0, \nu_0)}, \nu_{i(x_0, \nu_0)}): (\bar{t}_1, \bar{t}_2) \to \Omega^- \times S^1^-$ via $x_{i(x_0, \nu_0)}(\bar{t}) = (x_{i(x_0, \nu_0)}(\bar{t}))^\perp \nu_{i(x_0, \nu_0)}(\bar{t})$. Furthermore, we will identify points $(x, \nu) \in \partial \Omega \times S^1$ with points $(x, -\nu)$ in $\partial \Omega^- \times S^1^-$ via the restriction $j \equiv i|_{\Omega \times S^1}: \partial \Omega \times S^1 \to \partial \Omega^- \times S^1^-$. Now, whenever a characteristic on $\Omega \times S^1$ or $\Omega^- \times S^1^-$ reaches the boundary, we continue it on $\Omega^- \times S^1^-$ or $\Omega \times S^1$ with its associated characteristic. In this way, any characteristic can be continued to a continuous curve that maps the whole real line into the disjoint union $(\Omega^- \times S^1) \sqcup_j (\Omega^- \times S^1) =: D$. This curve is differentiable everywhere except when it crosses $\partial \Omega \times S^1 \equiv \partial \Omega^- \times S^1^-$.

For $(x_0, \nu_0) \in D$, denote the above curve running through $(x_0, \nu_0)$ at $t = 0$ by

$$(x(x_0, \nu_0), \nu(x_0, \nu_0)): \mathbb{R} \to D,$$

where in the case $(x_0, \nu_0) \in \partial \Omega \times S^1$ we just choose one such curve if there are multiple possibilities. For $t \in \mathbb{R}$ we now define the transformations

$$T_t: D \to D, \quad (x, \nu) \mapsto (x(x, \nu), \nu(x, \nu))[t],$$

which form an abelian automorphism group of measurable flows [29]. Furthermore, we define a measure $\mu \in \text{rca}(D)$ by

$$\mu(E) = (\pi_{\Omega \times S^1})_# v(E \cap \Omega \times S^1) + (\pi_{\Omega^- \times S^1^-})_# v^-(E \cap \Omega^- \times S^1^-)$$

for any Borel set $E \subset D$, where $v^- \in \text{rca}(\Omega^- \times S^1^-)$ is related to $v$ by $v^-(x, \nu, \kappa) = v(x, -\nu, -\kappa)$.

We intend to show in the following that $\mu$ is $T_t$-invariant. For this purpose let $\psi \in C_0^\infty(\Omega \times S^1; \mathbb{R})$. Then

$$\frac{d}{dt} \int_D \psi \circ T_t \, d\mu \bigg|_{t=0} = \lim_{t \to 0} \int_{\Omega \times S^1} \frac{\psi \circ T_t - \psi}{t} \, d\pi_{\Omega \times S^1}^- v - \frac{\partial \psi(x, \nu)}{\partial \nu} \kappa(x, \nu) \, d\pi_{\Omega \times S^1}^- v(x, \nu) = 0,$$

where the integral converges due to Lebesgue’s dominated convergence theorem, since the integrand converges pointwise and is bounded by the Lipschitz constant of $\psi$ times the Lipschitz constant of $T_t$ in $t$. The same holds true on the other half of $D$. 

---

18
Next consider a general \( \psi \in C(D; \mathbb{R}) \) which is smooth on \((\Omega \times S^1) \cup (\Omega^- \times S^1^-)\). For \( \varepsilon > 0 \), let 

\( T \in C(D; \mathbb{R}) \) be a smooth cutoff function with \( T|_{\Omega \times S^1}(x, \nu) = T|_{\Omega^- \times S^1^-}(x, -\nu) \) which is one in an \( \varepsilon \)-neighborhood of \( \partial \Omega \times S^1 \) and zero outside an \( \varepsilon \)-neighborhood. We obtain

\[
\frac{d}{dt} \int_D \psi \circ T_t \, d\mu \bigg|_{t=0} = \lim_{t \to 0} \left( \int_D \psi \circ T_t - \psi \right) \, d\mu + \int_D \psi \circ T_t - T \, d\mu \bigg|_{t=0} = \lim_{t \to 0} \left( \int_D \psi \circ T_t - \psi \right) \, d\mu = 0.
\]

Hence, for any \( i \in \mathbb{R} \), \( \frac{d}{dt} \int_D \psi \circ T_t \, d\mu \bigg|_{t=i} = \frac{d}{dt} \int_D (\psi \circ T_t) \, d\mu \bigg|_{t=0} = 0 \) and thus

\[
\int_D \psi \circ T_t \, d\mu = \int_D \psi \circ T_t \, d\mu = \int_D \psi \, d\mu
\]

so that \( \mu \) is indeed \( T_t \)-invariant.

Now define \( |C|_{(x_0, \nu_0)} = \{(x_0, \nu_0), \nu(x_0, \nu_0)\} \) for any \( (x_0, \nu_0) \in D \) as well as the set of measures

\[
\hat{\mathcal{C}}_\kappa = \left\{ \int_D \psi \circ T_t \, d\mu : t \in \mathbb{R} \right\}, \quad (x_0, \nu_0) \in D.
\]

The measures in \( \hat{\mathcal{C}}_\kappa \) are also \( T_t \)-invariant, and they are even ergodic. Thus they form the extremal points of all \( T_t \)-invariant measures. Furthermore, \( \hat{\mathcal{C}}_\kappa \) comprises the only \( T_t \)-ergodic measures, for let \( q \) be a \( T_t \)-ergodic measure with \( q(A) > 0 \) for some \( A \subset D \), then \( q(A) > 0 \) for \( A := \bigcup_{(x_0, \nu_0) \in \mathbb{R}} |C|_{(x_0, \nu_0)} \) which contradicts the fact that ergodic measures are mutually singular (in particular, \( q \) must be mutually singular with all measures in \( \hat{\mathcal{C}}_\kappa \)). Thus, by the ergodic decomposition theorem [29], there is a measure \( \hat{\sigma} \) on \( \mathcal{C}_\kappa \) or equivalently a measure \( \sigma \) on the set \( \mathcal{C}_\kappa \) of the corresponding curves \( |C| = \{(x_0, \nu_0) : t \in \mathbb{R}\} \) for \( (x_0, \nu_0) \in D \), such that

\[
\mu = \int_{\mathcal{C}_\kappa} \hat{\sigma} (C) \quad \text{and thus} \quad \int_{\Omega \times S^1 \times \mathbb{R}} \phi \, d\mu = \int_{\mathcal{C}_\kappa} \phi(x, \nu(x), \kappa_C(x)) \, d\mathcal{H}^1(C) \, d\sigma(|C|)
\]

for all \( \phi \in L^1_{\mu}(\Omega \times S^1 \times \mathbb{R}) \).

The curves in \( \mathcal{C}_\kappa \) are \( \sigma \)-almost everywhere of finite length since otherwise the resulting elastica energy would be infinite. Hence, since up to \( \partial \Omega \) they can be arclength parameterized by the characteristics \( x(x_0, \nu_0) \), they must be either closed or have both ends in \( \partial \Omega \) \( \sigma \)-almost everywhere. 

The proof can obviously be adapted for \( \Omega \) having only piecewise smooth boundary. Also, if \( \pi_t \Omega \times S^1 \) has compact support in \( \Omega \times S^1 \), we see that all curves in \( \mathcal{C}_\kappa \) must be closed.

### 4 Discretization and applications

We first discuss how to numerically discretize problem (28) after which we provide the results from applying our functional to various image processing tasks.
4.1 Numerical discretization

In order to implement and apply the proposed functional to real images we have to find an adequate discretization of measures \( v \in \mathcal{M} \) and of the constraints (25) and (27). This is by no means trivial since we expect the optimal measure \( v \) to be composed of line measures with support on one-dimensional sets in \( \Omega \times S^1 \times \mathbb{R} \) (compare previous section), which are difficult to represent. Furthermore, constraint (27) has the interpretation that at any point \( (x, \nu, \kappa) \) the distributional derivative of the measure \( v \) in the direction \( (\nu^{-1}, \kappa, 0) \) integrates up to zero in the \( \kappa \)-direction. We thus need an accurate approximation of directional derivatives, preferably involving no interpolation between different nodal values of the discretized measure \( v \) (otherwise the discretized compatibility condition (27) would prevent the measure from concentrating on one-dimensional lines). At the same time, the discretized compatibility condition (25) must remain satisfiable.

Our approach is based on discretizing the space of directions and curvatures, \( S^1 \times \mathbb{R} \), such that each direction \( \nu \in S^1 \) corresponds to a lattice vector of the underlying grid on \( \Omega \) and such that each discrete curvature value \( \kappa \) is represented by a pair \( (\nu, \tilde{v}) \in S^1 \times \mathbb{R}^1 \). Constraints (25) and (27) are then discretized taking care that discrete images representing characteristic functions \( u : \Omega \rightarrow \mathbb{R} \) and the corresponding line measures \( v \) are admissible pairs. Below we provide the details for a discretization based on 16 discrete directions (which seems sufficient in applications); a higher number of angles can be dealt with analogously.

For the ease of exposition we consider the square domain \( \Omega = (0, 1)^2 \). A discrete pixel image \( U \) is regarded as the \( L^2 \)-projection of an original image \( u : \Omega \rightarrow \mathbb{R} \) onto the space \( \mathcal{U}_h \) of piecewise constant pixel images with pixel width \( h = \frac{1}{4} \),

\[ \mathcal{U}_h = \{ U : \Omega \rightarrow \mathbb{R} \mid |U| = \text{const. on } (ih, ih + h) \times (jh, jh + h) \text{ for } i, j = 0, \ldots, \ell - 1 \} \cdot \]

The discretized measure \( V \) will be regarded as a weak-* approximation of a non-discrete measure \( v \in \mathcal{M} \). We first consider the collection of grid points \( x_{ij} = (ih, jh) \), \( i, j = 0, \ldots, \ell \) covering \( \Omega \). Next we consider the 16 discrete directions \( \eta_1, \ldots, \eta_{16} \in S^1 \) as shown in Figure 3, left, where \( \eta_1 = (1,0)^T \) and the directions are numbered counterclockwise (the discretized normal directions will be \( \eta_{1i}^+ \), \( \eta_{1i}^- \)). Each \( \eta_k \) is associated with a discrete grid offset \( (\delta_k^x, \delta_k^y)^T = \alpha_k \eta_k \) where \( \alpha_k \) is the smallest positive number such that \( \alpha_k \eta_k \in \mathbb{Z} \times \mathbb{Z} \). Finally we associate with each pair \( (\eta_k, \eta_\ell) \) the variational problem of finding an optimal smooth curve segment \( c \) connecting two lines with directions \( \eta_k \) and \( \eta_\ell \), respectively (see Figure 3, right),

\[
\min \left\{ \int_{[c]} a|\kappa|^2 + b d\mathcal{H}^1 \mid c : [0,1] \rightarrow \mathbb{R}^2, c(0) = -\frac{h}{2} (\delta_k^x, \delta_k^y), c(1) = \frac{h}{2} (\delta_\ell^x, \delta_\ell^y), \right. \\
\left. \kappa(0) \parallel \eta_k, \kappa(1) \parallel \eta_\ell, sgn(\eta_k \cdot \eta^\perp_\ell) \kappa \geq 0 \text{ on } [c] \right\}.
\]

Here \( [c] \) denotes the image of \( c \), that is, the actual curve segment, and \( \kappa \) is its curvature. Let us denote the optimal line segment by \( [c]_{kl} \) and \( f_{kl} = \int_{[c]_{kl}} a|\kappa|^2 + b d\mathcal{H}^1 \). Measures \( v \in \mathcal{M} \) are now approximated by discrete versions of the form

\[ V = \sum_{i,j=0}^{\ell-1} \sum_{k,l=1}^{16} V_{ijkl} v_{ijkl}, \]

where \( V_{ijkl} \geq 0 \) and \( v_{ijkl} \) is the lifting of \( \mathcal{H}^1 \mathcal{L}(x_{ij} + c_{kl}) \), that is, the measure defined via

\[ \int_{x_{ij} + [c]_{kl}} \phi(x, \nu(x), \kappa(x)) d\mathcal{H}^1(x) = \int_{\Omega \times S^1 \times \mathbb{R}} \phi(x, \nu(x), \kappa(x)) d\nu dx d\kappa, \quad \forall \phi \in C^0_{c}(\Omega \times S^1 \times \mathbb{R}; \mathbb{R}), \]

where \( \nu(x) \) and \( \kappa(x) \) are the normal and curvature to \( x_{ij} + [c]_{kl} \) at \( x \).

Inserting the discrete form of \( v \) into the consistency condition (27) and using

\[
\int_{\Omega \times S^1 \times \mathbb{R}} \nabla_x \psi(x, \nu, \kappa) \cdot \nu^{-1} + \frac{\partial \psi(x, \nu, \kappa)}{\partial \nu} \kappa d\nu_{ijkl}(x, \nu, \kappa) = \psi(x_{ij} + \frac{h}{2} (\delta_k^x, \delta_k^y), \eta_{1i}^\perp) - \psi(x_{ij} - \frac{h}{2} (\delta_k^x, \delta_k^y), \eta_{1i}^\perp) 
\]

for all \( \psi \in C^\infty_c(\Omega \times S^1 \times \mathbb{R}) \), we obtain the discretized consistency condition as the set of equations

\[ 0 = \sum_{i,j=0}^{\ell-1} \sum_{k,l=1}^{16} V_{ijkl} - \sum_{i,j=0}^{\ell-1} \sum_{k,l=1}^{16} V_{i-j\delta_k^x, j-\delta_k^y, i, k, l}, \quad i, j = 0, \ldots, \ell, \quad k = 1, \ldots, 16. \]
In order to use this discretization, one just needs to precompute the values $f_{28}$, $\phi_{\eta_1\ldots\eta_{16}}$. The discretized relaxed elastica functional is obtained by inserting the discrete form of $\phi_i(x,y)$ into the compatibility condition (25) and using the test functions $\phi^x_i$ and $\phi^y_i$ (which is allowed by a mollifying argument), we obtain the discrete compatibility condition

$$\sum_{m,n=0}^{16} V_{mnl} \Delta^{x}_{-m,j-n,k,l} = \frac{U_{ij}-U_{i,j-1}}{h}, \quad i,j = 1,\ldots,\ell, \quad (40)$$

with $\Delta^{x,y}_{ijkl} = \int f(x,y) \phi^{x,y}_{ijkl}(x) \cdot \nu(x) dH^1(x)$. Obviously, $\Delta^{x}_{ijkl} = 0$ for $i \notin \{-1,0,1\}$ or $j \notin \{-1,0\}$, and likewise $\Delta^{y}_{ijkl} = 0$ for $i \notin \{-1,0,0\}$ or $j \notin \{-1,0\}$, which makes the above condition sparse.

Finally, the discretized relaxed elastica functional is obtained by inserting the discrete form of $V$ into (28),

$$R^\text{disp}_{el,h}(U) = \min_{V_{ijkl} \geq 0 \land (40) \land (39)} \sum_{i,j=0}^{\ell} \sum_{k,l=1}^{16} V_{ijkl} f_{kl}. \quad (41)$$

In order to use this optimization problem associated with the curve segment $c$, we represent the curve segment $c$ as a polynomial $c(s) = c_0 + tc_1 + \ldots + t^N c_N$ of degree $N$ and then numerically optimize for the coefficients $c_0,\ldots,c_N$. Note that for $N = 2$ the constraints on $c$ already fully specify all coefficients, which can be found by solving a linear system of equations. An example of optimized curve segments for $N = 4$, $h = 1$, and $a = b = 1$ is shown in Figure 4. $f_{kl}$ and $\Delta_{ijkl}^{x,y}$ are then obtained via numerical quadrature.

### 4.2 Applications to image processing problems

In this section we present numerical results on several problems in image processing. First we define a class of convex optimization problems appropriate for many image processing problems,

$$\min_{U} G(U) + R^\text{disp}_{el,h}(U), \quad (42)$$

where $R^\text{disp}_{el,h}(U)$ is the discretized convex approximation of the elastica energy defined in (41) and $G$ is a proper, convex, lower semi-continuous function with simple to compute proximal map

$$\text{prox}_{C}(U) = \arg \min_{U} \frac{\|U - \hat{U}\|_2^2}{2\tau} + G(U),$$

$$21$$
Figure 4: Optimal curve segments \( \{c_{kl}\} \) for \( h = 1 \), and \( a = b = 1 \), approximated by fourth order polynomials. The curve segments for \( k = 5, \ldots, 16 \) are obtained as rotated versions of the displayed curve segments.

for some \( \hat{U} \). We proceed by organizing both, the lifted measure \( V \) and the image \( U \) into row vectors \( V \in \mathbb{R}^{16 \times wh} \) and \( U \in \mathbb{R}^{wh} \), where \( w \) and \( h \) refer to the with and the height of the image \( U \). Note that in the previous section, we have presented the discretization for the elastica energy only for \( w = h = \ell \), but a generalization to the setting \( w \neq h \) is straightforward. Next, we rewrite (42) as the following linearly constrained optimization problem jointly in \( U \) and \( V \).

\[
\begin{align*}
\min_{V,U} & \quad G(U) + F^T V, \\
\text{s.t.} & \quad V \geq 0, \quad AV = 0, \quad BV - CU = 0.
\end{align*}
\]

The cost vector \( F \in \mathbb{R}^{16 \times wh} \) is computed such that \( F^T V \) yields (41). The sparse matrices \( A \in \mathbb{R}^{16 \times wh} \), \( B \in \mathbb{R}^{2 \times wh} \) and \( C \in \mathbb{R}^{2 \times wh} \) are computed such that they implement the consistency condition (40) and the compatibility condition (39), respectively. Additionally, we introduce multipliers (or dual vectors) \( P \in \mathbb{R}^{16 \times wh} \) to account for the constraint \( AV = 0 \) and \( Q \in \mathbb{R}^{2 \times wh} \) to account for the constraint \( BV - CU = 0 \). Furthermore we define the matrix

\[
K = \begin{pmatrix} A & 0 \\ B & -C \end{pmatrix},
\]

and denote by \( L = \|K\| \), the operator norm of \( K \). In practice, an approximation to \( L \) can be easily computed using for example the power iteration algorithm.

We can now rewrite \( (43) \) as a primal-dual saddle point problem of the form

\[
\begin{align*}
\min_{U,V} & \quad \max_{P,Q} G(U) + F^T V + \left( P \quad P^T \right) K \begin{pmatrix} V \\ U \end{pmatrix}, \\
\text{s.t.} & \quad V \geq 0, \quad AV = 0, \quad BV - CU = 0.
\end{align*}
\]

which we solve by the first-order primal-dual algorithm [8]. The iterates of the primal-dual algorithm are then as follows: Choose \( \tau, \sigma > 0 \) such that \( \tau \sigma L^2 < 1 \), \( V^0 = 0 \), \( U^0 = 0 \), \( P^0 = 0 \), \( Q^0 = 0 \). Then for all \( n \geq 0 \) set

\[
\begin{align*}
\begin{cases}
\left( \begin{array}{c} P^{n+1} \\ Q^{n+1} \\ V^{n+1} \\ U^{n+1} \end{array} \right) = & \left( \begin{array}{c} P^n \\ Q^n \\ V^n \\ U^n \end{array} \right) + \sigma K \begin{pmatrix} V^n \\ U^n \end{pmatrix}, \\
\left( \begin{array}{c} V^{n+1} \\ U^{n+1} \end{array} \right) = & \left( \max(0, \cdot) \right) \circ \left( \begin{array}{c} V^n \\ U^n \end{array} \right) - \tau \begin{pmatrix} F \\ 0 \end{pmatrix} - \tau K^T \begin{pmatrix} 2P^{n+1} - P^n \\ 2Q^{n+1} - Q^n \end{pmatrix}.
\end{cases}
\end{align*}
\]

We stop the iterations if the root-mean-squared primal feasibility error

\[
\begin{align*}
e^n = \sqrt{\frac{\|K \begin{pmatrix} V^n \\ U^n \end{pmatrix}\|^2}{(16 + 2)wh}}.
\end{align*}
\]
is less then a tolerance of $\text{tol} = 10^{-3}$.

In order to adapt the above formulation to different image processing applications, it remains to specify different functions $G$ and to implement the proximal mappings for the respective functions. This will be covered in the next few paragraphs.

### 4.2.1 Binary image segmentation

In the first example, we apply the elastica energy to the task of binary image segmentation. We choose the well-known cameraman image, rescale the intensity values $I_{i,j}$ to the interval $[0, 1]$ and specify the mean values of the foreground and the background as $\mu_f = 0.5$ and $\mu_b = 0.0$. Based on that we defined the data for the segmentation energy as

$$G_s(U) = \lambda \sum_{i,j} U_{i,j} (I_{i,j} - \mu_b)^2 + (1 - U_{i,j}) (I_{i,j} - \mu_f)^2,$$

s. t. $0 \leq U_{i,j} \leq 1$,

where $\lambda$ is a tuning parameter. The proximal map is easily computed as

$$\text{prox}_{G_s}^{\tau}(\hat{U}) = \max(0, \min(1, \hat{U} - \tau \lambda (I - \mu_b)^2 - (I - \mu_f)^2)),

where all operations in the proximal map are carried out pointwise. Figure 5 compares the results of using pure length-based regularization ($a = 0$) and elastica-based regularization ($a = 10$) for different values of $\lambda$. Observe that pure length-based regularization causes a strong shrinkage of the segmented object, while elastica-based regularization leads to a better preservation of elongated structures.

### 4.2.2 Image denoising

In the next example, we apply the elastica-based energy to image denoising problems. We consider two different kinds of noise: (i) Gaussian noise, where a $\ell_2$ data-term is most adequate and (ii) impulse-noise for which it is known that a $\ell_1$ data term performs better. Let us again denote by $I$ the input image having the intensity values scaled to the interval $[0, 1]$. The $\ell_2$ data term and its proximal map are given by

$$G_{\ell_2}(U) = \frac{\lambda}{2} \|U - I\|_2^2,$$

$$\text{prox}_{G_{\ell_2}}^{\tau}(\hat{U}) = \frac{\hat{U} + \tau \lambda I}{1 + \tau \lambda},$$

where again the operations in the proximal map are understood pointwise and $\lambda$ is a tuning parameter. Likewise, the $\ell_1$ data term and its proximal map are given by

$$G_{\ell_1}(U) = \lambda \|U - I\|_1,$$

$$\text{prox}_{G_{\ell_1}}^{\tau}(\hat{U}) = \max(0, |\hat{U} - I| - \tau \lambda) \text{sgn}(|\hat{U} - I|).$$

Figure 6 shows results of using pure length-based regularization (TV) and elastica-based regularization for denoising an image that has been degraded by Gaussian noise of standard deviation $\sigma = 0.1$. One can observe that the elastica-based regularizer leads to a better restoration of line-like structures such as the wings of the windmill as well as textured regions such as the stone wall in the foreground. The elastica model also produces some artifacts in homogeneous regions which are explained by the property of the elastica model to hallucinate low-contrast structures in regions, whose contrast variations are dominated by the noise component.

Figure 7 shows the results of applying the elastica model to the restoration of an image that has been degraded with 25% salt-and-pepper noise. Here, the elastica-based model leads to significantly better results compared to the pure-length-based model, in particular, the line-like structures of the glass pyramid are much better preserved. The reason why the elastica model performs much better on impulse noise is that the strong outliers come along with strong local contributions to the elastica energy and hence are efficiently regularized by the elastica model. The pure length-based model can not distinguish well between outliers caused by the noise and line-like structures and hence leads to inferior restoration results.

### 4.2.3 Image deconvolution

Now, we apply the elastica-based regularizer to image deconvolution. We assume that the point spread function (or blur kernel), written as a linear operator $L \in \mathbb{R}^{wh \times wh}$, is known in advance and assume
that the image $I$ has been additionally degraded by Gaussian noise. Hence, we consider a $\ell_2$ data term of the form

$$G_D(U) = \frac{\lambda}{2} \|LU - I\|^2_2,$$

where $\lambda$ is again a tuning parameter. The proximal map is computed as

$$\text{prox}_{G_D}(\hat{U}) = (\text{id} + \tau \lambda L^T L)^{-1} \left( \hat{U} + \tau \lambda L^T I \right),$$

which amounts to solving a linear system of equations. We solve this system approximately by using the conjugate gradient (CG) algorithm. We use a warm-start strategy by always initializing the
Figure 6: Application to image denoising in case of Gaussian noise. One can see that the elastica regularization ($a = 10$) leads to a better preservation of line-like structures compared to pure TV regularization ($a = 0$). Note also, that in homogeneous regions, the elastica regularization starts to “hallucinate” new structures.

CG algorithm with the last iterate $U^n$. Using this strategy, only a few iterations (2-10) of the CG algorithm are needed per iteration of the primal-dual algorithm in order to compute the proximal map with sufficient accuracy, say $10^{-6}$.

Figure 8 shows the result for restoring van Gogh’s sunflowers painting, that has been blurred by a motion kernel (angle $\theta = \pi/4$, length $l = 21$) and additionally degraded by Gaussian noise of standard deviation $\sigma = 0.01$. The comparison between pure length-based regularization and elastica regularization shows that the elastica regularization can better restore fine details and in particular line like structures. Overall, elastica-based regularization clearly leads to visually more appealing results.

4.2.4 Image inpainting

In the last example, we apply the elastica energy to image inpainting, i.e. the restoration of lost image information. We point out that the elastica energy was initially proposed for image inpainting and indeed, we will see that the advantages of the elastica model over the TV model become most evident in this application. For image inpainting we consider an input image $I$ together with a set $\mathcal{I}$ of pixel locations $(i, j)$ for which the intensity values $I_{i,j}$ are known. An appropriate data term and its proximal map in this setting are given by

$$G_I(U) = \sum_{(i,j) \in \mathcal{I}} \left\{ \begin{array}{ll} 0 & \text{if } U_{i,j} = I_{i,j} \\ \infty & \text{else} \end{array} \right., \quad \text{prox}_{G_I}(\hat{U}_{i,j}) = \left\{ \begin{array}{ll} I_{i,j} & \text{if } (i,j) \in \mathcal{I} \\ \hat{U}_{i,j} & \text{else} \end{array} \right..$$

Figure 9 depicts the results of length- and elastica-based image inpainting. One can clearly see that the elastica-based model is much more successful in restoring the original input image than the pure
Figure 7: Application to image denoising in case of salt and pepper noise. Compared to pure length-based regularization ($a = 0$), elastica-based regularization ($a = 10$) leads to significantly better restoration results. In particular, the line-like structures of the glass pyramid are very well preserved.

length-based (TV) model. The additional assumption of the elastica-model that the level lines should have low curvature helps a lot in reconstructing the small structures of the image and at the same time avoids small isolated pixels, which are contained in the result of pure length-based reconstruction.

5 Conclusion

In this work we proposed a convex approximation of Euler’s elastica functional $R_{el}$. Even though our approximation turns out to lie below the convex relaxation of $R_{el}$, it still appears to have very good regularizing properties for image processing tasks as numerical tests confirm. The difficulty with the true convex relaxation seems to be that it has components to it which are rather of a global nature: While our convex approximation essentially reproduces the level lines of a given image by convex combinations of smooth 2D curves, the convex relaxation additionally distinguishes between 2D curves with and without self-intersection (where the detection of self-intersections would require to trace the complete curve). In contrast, our functional is fully based on local information. Furthermore, its evaluation amounts to a simple linear optimization, which makes computations very efficient.

The convexity of our functional comes at the expense of introducing additional dimensions to the image processing problem at hand: The two image dimensions are complemented with two more dimensions, one encoding normals of image level lines, the other encoding curvatures, and each of them has to be discretized with at least 16 points to obtain good results. This downside is shared by all
Figure 8: Application to image deconvolution. In contrast to pure length-based regularization ($a = 0$), elastica regularization ($a = 10$) can better restore van Gogh’s gestural brush strokes.

functional lifting approaches for the convexification of energy functionals, however, typically only one dimension needs to be added if the energy is not curvature-based. Nevertheless, the proposed model is still computationally feasible.

There are still several open questions, in particular it is not fully understood how close a computationally feasible model could get to the convex relaxation of the elastica energy. Also it is not clear how
Figure 9: Application to image inpainting. This experiment compares the inpainting capabilities between pure length-based regularization \((a = 0)\) and elastica-based regularization \((a = 10)\). One can clearly see that elastica-based regularization leads to significantly better inpainting results.

A generalization of our approach to 3D images and mean curvature regularization could be accomplished.
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