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Abstract

We study the maximal displacement of branching random walks in a class of time inho-
mogeneous environments. Specifically, binary branching random walks with Gaussian
increments will be considered, where the variances of the increments change over time
macroscopically. We find the asymptotics of the maximum up to an Op(1) (stochasti-
cally bounded) error, and focus on the following phenomena: the profile of the variance
matters, both to the leading (velocity) term and to the logarithmic correction term,
and the latter exhibits a phase transition.
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1 Introduction

One dimensional branching random walks and their maxima have been studied mostly in
space-time homogeneous environments (deterministic or random). For work on the determin-
istic homogeneous case of relevance to our study we refer to [6] and the recent [1], [2] and [29].
For the random environment case, a sample of relevant papers is [15, 17, 21, 22, 25, 26, 27].
As is well documented in these references, under reasonable hypotheses, in the homoge-
neous case the maximum grows linearly, with a logarithmic correction, and is tight around
its median.

Branching random walks are also studied under some space inhomogeneous environments.
A sample of those papers are [4, 10, 12, 16, 18, 20, 23].

Recently, Bramson and Zeitouni [8] and Fang [13] showed that the maxima of branching
random walks, recentered around their median, are still tight in time inhomogeneous envi-
ronments satisfying certain uniform regularity assumptions, in particular, the laws of the

*School of Mathematics, University of Minnesota, 206 Church St. SE, Minneapolis, MN 55455, USA. The
work of this author was partially supported by NSF grant DMS-0804133. This author is currently at School
of Mathematical Sciences, Xiamen University, Xiamen, Fujian 361005, China. E-mail: fang0086@umn.edu

tSchool of Mathematics, University of Minnesota, 206 Church St. SE, Minneapolis, MN 55455, USA
and Faculty of Mathematics, Weizmann Institute, POB 26, Rehovot 76100, Israel. The work of this author
was partially supported by NSF grants DMS-0804133 and DMS-1203201, a grant from the Israel science
foundation, and the Taubman professorial chair at the Weizmann Institute. E-mail: zeitouni@math.umn.edu


http://ejp.ejpecp.org/
http://dx.doi.org/10.1214/EJP.vVOL-PID
http://arXiv.org/abs/arXiv:1112.1113v1
mailto:fang0086@umn.edu
mailto:zeitouni@math.umn.edu

2 Branching Random Walks in Time Inhomogeneous Environments

increments can vary with respect to time and the walks may have some local dependence.
A natural question is to ask, in that situation, what is the asymptotic behavior of the max-
ima. Similar questions were discussed in the context of branching Brownian motion using
PDE techniques, see e.g. Nolen and Ryzhik [28], using the fact that the distributions of the
maxima satisfy the KPP equation whose solution exhibits a traveling wave phenomenon.

In all these models, while the linear traveling speed of the maxima is a relatively easy
consequence of the large deviation principle, the evaluation of the second order correction
term, like the ones in Bramson [6] and Addario-Berry and Reed [1], is more involved and
requires a detailed analysis of the walks; to our knowledge, it has so far only been performed
in the time homogeneous case.

Our goal is to start exploring the time inhomogeneous setup. As we will detail below,
the situation, even in the simplest setting, is complex and, for example, the order in which
inhomogeneity presents itself matters, both in the leading term and in the correction term. In
order to best describe this phenomenon without the burden of inessential technical details, we
focus on the simplest case of binary Gaussian branching random walks where the diffusivity
of the particles takes two distinct values as a function of time.

We now describe the setup in detail. For o > 0, let N(0,0?) denote the normal distri-
butions with mean zero and variance o2. Let n be an integer, and let 02,52 > 0 be given.
We start the system with one particle at location 0 at time 0. Suppose that v is a particle
at location S, at time k. Then v dies at time k 4+ 1 and gives birth to two particles vl
and v2, and each of the two offspring ({vi,i = 1,2}) moves independently to a new location
S,; with the increment S,; — S, independent of S, and distributed as N(0,0?) if k < n/2
and as N(0,03) if n/2 < k < n. Let D,, denote the collection of all particles at time n.
For a particle v € D,, and i < n, we let v* denote the ith level ancestor of v, that is the
unique element of D; on the geodesic connecting v and the root. We study the maximal
displacement M,, = max,ep, S, at time n, for n large.!

The analysis we present should extend in a straightforward manner to a wide class of
walks with non-Gaussian increments and to more general branching mechanisms. Concern-
ing the former, some of the Gaussian computations need to be replaced by fine asymptotics
in the large deviation regime; these require assumptions on the increments (examples where
the correction term is not logarithmic are known even in the homogeneous bounded case,
see [7]) and a fair amount of technical work, especially in arguments involving conditioning.
Concerning other branching mechanisms, the analysis in the k-ary and Galton-Watson se-
tups proceeds as in the binary case. More complicated is the situation where either spatially
inhomogeneous branching mechanisms or increment distributions are present, see e.g. [5];
estimating the correction term in the latter setup is challenging and outside the scope of our
methods.

In order to describe the results in a concise way, we recall the notation Op(1) for
stochastic boundedness. That is, a sequence of random variables {R,}, is said to sat-
isfy R, = Op(1) if it is tight, i.e. if for any € > 0 there exists an M = M (e) such that
P(|R,| > M) < € for all n.

An interesting feature of M, is that the asymptotic behavior depends on the order
relation between 0% and o3. That is, while

_ Teff
M, = (w/210g2aeﬁ)n7ﬁm logn + Op(1) (1.1)
is true for some choice of o and 3, o.g and 3 take different expressions for different
orderings of o7 and oy. Note that (1.1) is equivalent to saying that the sequence {M,, —
Med(M,,)},, is tight and

g
Med(M,,) = (\/210g2 Ueﬁ') n— ﬁﬁ% logn 4+ O(1),

1Since one can understand a branching random walk as a ‘competition’ between branching and random
walk, one may get similar results by fixing the variance and changing the branching rate with respect to
time.
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Branching Random Walks in Time Inhomogeneous Environments 3

where Med(X) = sup{z : P(X < z) < 1} is the median of the random variable X. In the
following, we will use superscripts to distinguish different cases, see (1.2), (1.3) and (1.4)
below.

A special and well-known case is when 07 = 05 = 0, i.e., all the increments are i.i.d.. In
that case, the maximal displacement is described as follows:

_ 3 o
M—:(\/21 2 ) 29
n 082T) T 5 Falog 2

the proof can be found in [1], and its analog for branching Brownian motion can be found
in [6] using probabilistic techniques (see also [29] for a modern streamlined proof) and [24]

using PDE techniques. This homogeneous case corresponds to (1.1) with o.g = Ugff =0

and g = [/~ = % In this paper, we deal with the extension to the inhomogeneous case.

The main results are the following two theorems.

logn + Op(1); (1.2)

Theorem 1.1. When o < 03 (increasing variances), the mazimal displacement is

7 1 o2
M) = < (02 + 02)log 2> n— \Z% logn + Op(1), (1.3)

which is of the form (1.1) with Ooff = U;H = \/@ and B = 31 := %

Theorem 1.2. When 0% > 03 (decreasing variances), the mazimal displacement is

M- V21og2(o1 + 02) 3(o1 + 02)
n n-—
2 2y/2log 2

which is of the form (1.1) with oug = O’éH = Ad%2 gnd 3 =B :=3.

For comparison purpose, it is useful to introduce the model of 2" independent (inhomo-
geneous) random walks with centered independent Gaussian variables, with variance profile
as above. Denote by M"? the maximal displacement at time n in this model. Because of
the complete independence, it can be easily shown that

in of +0-2
Mind = ( (o—f+cr§)log2)n— %bgTH_OP(U (1.5)

for all choices of 07 and 3. Thus, in this case, g = Uiené‘i = +/(0} +02)/2 and B = pind .=
1/2. Thus, the difference between M and M"® when o? = 03 lies in the logarithmic
correction. As commented (for branching Brownian motion) in [6], the different correction
is due to the intrinsic dependence between particles coming from the branching structure in
branching random walks.

Another related quantity is the sub-maximum obtained by a greedy algorithm, which
only considers the maximum over all descendants of the maximal particle at time n/2.
Applying (1.2), we find that the output of such algorithm is

n 3 o1 n n
V2log2o, b - 2 TL 15" V21log 205"
( 08201y T o 2Tog2 °g2>+< 082025

3_ o lo n
2 2log2 22
2log?2
_ V2log2(o, +02)n ~ 3(o1+02) logn + Op(1). (1.6)
2 2v/2log 2

Comparing (1.6) with the theorems, we see that the greedy algorithm has o g = Ugrﬁ = Ué e

logn 4 Op(1), (1.4)

>+0P(1)

and 3 = 38" = B!. That is, in the case of decreasing variances, the greedy algorithm yields
the maximum up to an Op(1) error; this is not the case when variances are either constant
or increasing (compare with (1.2) and (1.3)).

A few remarks are now in order.
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4 Branching Random Walks in Time Inhomogeneous Environments

1. When the variances are increasing, M, is asymptotically (up to Op(1) error) the same

as M which is exactly the same as the maximum of independent homogeneous
a'?—‘—o'g

2
2. When the variances are decreasing, M} shares the same asymptotic behavior with the

sub-maximum (1.6). In this case, a greedy strategy yields the approximate maximum.

random walks with effective variance

3. With the same set of diffusivity constants {o?, 02} but different order, M, is greater
than M.}

4. While the leading order terms in (1.2), (1.3) and (1.4) are continuous in o7 and o9 (they
coincide upon setting o1 = 03), the logarithmic corrections exhibit a phase transition
phenomenon (they are not the same when we let o1 = 03).

We will prove Theorem 1.1 in Section 2 and Theorem 1.2 in Section 3. Before proving
the theorems, we state a tightness result.

Lemma 1.3. The sequences { M, — Med(M,)},, and {M} — Med(M})},, are tight.

This lemma follows from either [8] or [13]. We sketch the proof at the end of the paper.
A remark on notation: throughout, we use C to denote a generic positive constant,
possibly depending on o7 and g, that may change from line to line.

2 Increasing Variances: 07 < 03

In this section, we prove Theorem 1.1. We begin in Subsection 2.1 with a result on
the fluctuation of an inhomogeneous random walk. In the short Subsection 2.2 we provide
large-deviations based heuristics for our results. While these are not used in the actual
proof, these heuristics explain the leading term of the maximal displacement and hint at the
derivation of the logarithmic correction term. The actual proof of Theorem 1.1 is provided
in subsection 2.3.

2.1 Fluctuation of an Inhomogeneous Random Walk

For each n € IN, let

k
> X, k<n/2,
=1

Sak) =13 " ) (2.1)
ZXi—i- Z Y., n/2<k<n.
i=1 i=n/241
define an inhomogeneous random walk path up to time n, where X; ~ N(0,0%), Y; ~
N(0,02), and X; and Y; are independent. We use the shorthand notation S,, = S,,(n) for
the endpoint of such an inhomogeneous random walk. Define
2
L 0<k<3,
(0'1 + 0'2)§ 2
sen(®) = o . o2k 1) . (2.2)
S e, 5 <k<n,
(of +03)5 2
and
; cfk‘2/3, k<n/2, (2.3)
kn = .
cr(n—k)?3, nj2<k<n,

where ¢y is some large constant (chosen in Lemma 2.1 below). The following lemma states
that conditioned on {S,, = z}, the path of the walk S, follows s ,(z) with fluctuations
bounded by fi ,, at level £ < n.
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Lemma 2.1. There exist constants C > 0 and ¢y > 0 (independent of n) such that
P(Sn(k) € [8k,0(Sn) = frns Skn(Sn) + frm] for all 0 <k <n|S,)>C a.s..

Proof. Let S'km = Sn(k) — sk.n(Sr). Then, similar to the continuous time setup of Brownian
bridges, one can check that S, are independent of S,,. To see this, first note that the
covariance between Sy, ,, and S, is

Cov(Sk s Sn) = ESk.nSy — ESknES, = ESy.nSn,

since £S,, = 0 and ES’kn = 0. Now, for k <n/2,

N 0.2k; k O'Qk' n/2 0214; n
(of +03)5 ; (oF +03)3 z‘:zk;rl (o1 +03)3 i—gﬂ

Expand gkmSn, take expectation, and then all terms vanish except for those containing X?
and Y?2. Taking into account that EX? = 0? and EY;? = 03, one has

Cov(Sk.ns Sn) = ESk Sy,

<1U¥k>§;EXz "ﬁmz Lﬂ S By?
(of +3) i=1 Z %z k+1 +a2)%i:n/2+1 '
2 2 2
otk > 9 o} otk 5
- T Ykt - T 2 kot~ T (n/2)e
< (0F +03) ' (U1+U2)§ (g%+g%)§ 2
~ 0. (2.4)

For n/2 < k < n, one can calculate C’ov(gkm, Sp) = 0 similarly as follows. First,

S B0 Sy A S (= P oRe
knm = 7 9 . o\n i n n
(0 +03)% = (of +03)5 ,_ e (U1+U2§ Fapwri

Then, expanding S’k’nSn and taking expectation, one has

Cov(Sk.ns Sn) = ESk Sy,

2

01+02)32/: )Z Z Y- <_(02n_ )ZEYQ

=1 73) i=n/2+1 of +03)5 i=k+1
o3(n—k) o 03(n—k) o3(n—k) )
ooy T @Hg);w w2t = (1 2 ) b
= 0

Therefore, S’k,n are independent of S, since they are Gaussian. Using this independence,

P(Sn(k) € [skn(Sn) — frns Skn(Sn) + fun] forall 0 <k <n|S,)
= P(Skn € [~frm, fon] forall 0<k<n|S,)
= P(S’k,n € [ fim, fun] forall 0<k<mn).

By a calculation similar to (2.4), Sk , is a Gaussian sequence with mean zero and variance

2 27L— (72 (7'2 g2 )n— (72 n—
ko%M for k < n/2 and (n — k)o3 ((ei+oa)n—205(n—k) for n/2 < k < n. The

(oi+o3)n (of+od)n
above quantity is

n
— P(|Skn| > frm, for some 0 <k <n) >1-— ZP(|§kn| > frn)-
k=1
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6 Branching Random Walks in Time Inhomogeneous Environments

Using a standard Gaussian estimate, e.g. [11, Theorem 1.4], the above quantity is at least,

2
k

n co _IEn s CO 20 k1/3
1-— —e TRk A >1-2 —e a =C>0

where cg, c; are constants depending on o7 and o9, and C' > 0 can be realized by choosing
the constant c; large enough. This proves the lemma. O

2.2 Sample Path Large Deviation Heuristics

We explain (without giving a proof) what we expect for the order n term of M, by means
of large deviation heuristics. Note that these heuristics apply also to the non-Gaussian setup.
The actual proof of Theorem 1.1 is postponed to the next subsection.

Consider the inhomogeneous random walk S, (k) as defined in (2.1) and a function ¢(t)
defined on [0, 1] with ¢(0) = 0. Let s € [0,1]. A sample path large deviation result, see [9,
Theorem 5.1.2], tells us that the probability for S,,| to be roughly ¢(r)n for all r € [0, s]
is roughly exp{—nIs(¢)}, where

o= [ CAX(G)dr, (2.5)

2

2 0<r<1y2
* 20-1
Af(z) = 2
= 1/2<r<1.
20% / "=

A first moment argument would yield a necessary condition for a particle that roughly follows
the path ¢(r)n to exist in the branching random walks,

Is(¢) < slog2, forall 0<s<1. (2.6)
This is equivalent to
s 12 1
/ O gy < slog2, 0<s<=,
0o 207 2
LR L[ 1 =0
72d7‘ +\/ 72(17‘ S Slog 2, = S S S 1
0o 207 1 203 2

Otherwise, if (2.6) is violated for some sg, i.e., Is,(¢) > solog2, there will be no path
seen in the n limit following ¢(r)n to ¢(sp)n, since the expected number of such paths is
29ne=nls(#) = g=(Is(#)=slog2)n which decreases exponentially.

Our goal is then to maximize ¢(1) under the constraints (2.7). By Jensen’s inequality
and convexity, one sees that this problem is equivalent to maximizing ¢(1) subject to

¢25,1§/ 2 o %logl ¢QS§/2) 4 ) 7,?(1/2”2 < log 2. (2.8)

Note that the above argument does not necessarily require o7 < o3.

Under the assumption that o < o3, the solution to the optimization problem is the

optimal curve

2
201+/log 2 ’ OSSSE,
o(s) = { VT o) i (2.9)
S) = .
207log?2 1 N 203+/log 2 (s - 1) 1.4
Vit +a3)2 ot +o3) 27 27 °
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Branching Random Walks in Time Inhomogeneous Environments 7

If we plot this optimal curve and the suboptimal curve leading to (1.6) as in Figure 1,
it is easy to see that the ancestor at time n/2 of the actual maximum at time n is not a

maximum at time n/2, since % < \/20%2log?2. A further rigorous calculation as in
the next subsection shows that, along the optimal curve (2.9), the branching random walks
have an exponential decay of correlation. Thus a fluctuation between n'/? and n that is
larger than the typical fluctuation of a random walk is admissible. This is consistent with
the naive observation from Figure 1. This kind of behavior also occurs in the independent
random walks model, explaining why M, and M,llnd have the same asymptotic expansion
up to an Op(1) error, see (1.3) and (1.5).

\ Space

Is
-

nk

Y

Time

Figure 1: 07 < 0%. Dashed: path leading to maximum at time n of BRW starting from

maximum at time n/2 (the greedy algorithm). Solid: path leading to maximum at time n
of BRW starting from time 0. Arrows show the displacement of the optimal path from the
greedy algorithm.

2.3 Proof of Theorem 1.1

With Lemma 2.1 and the observation from Section 2.2, we can now provide a proof of
Theorem 1.1, applying the standard first and second moment methods (see e.g. [3]) to the
appropriate sets. In our setup, this essentially coincides with using the so called many-to-one
and many-to-two lemmas, see [19, 29], and goes back to Bramson’s original work [6]. Recall
Sp(k) and S, as defined in (2.1).

0'2 0'2
Proof of Theorem 1.1.  Upper bound. Let a,, = (s/(a% + 02)log 2) n— iw%Z logn. Let

Nin =2 e, 1{S,>a,+y} Pe the number of particles in D,, whose displacements are greater
than a, + y. Then

ENl,n = 2nP(Sn > ap + y) < 026703?/

where ¢o and c3 are constants independent of n and the last inequality is due to the fact
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8 Branching Random Walks in Time Inhomogeneous Environments

that S, ~ N(0, Uf;ag ). So we have, by Chebyshev’s inequality,
P(M] > a, +y)=P(N, > 1) < ENy, < cpe™ Y. (2.10)

Therefore, this probability can be made as small as we wish by choosing a large y.

Lower bound. Consider the walks which are at s,, € I,, = [an, a, +1] at time n and follow
Sk.n(Sn), defined by (2.2), at intermediate times with fluctuation bounded by f ,, defined
by (2.3). Let It n(z) = [sk,n () — frns Skn(®) + fi,n] be the ‘admissible’ interval at time k
given S, = z, and let

Now= Y Lis,e1,.5, 1€l n(S,) for all 0<k<n)
veED,,

be the number of such walks. By Lemma 2.1,

ENs,, = 2"P(S, €1I,,Sn(k) € I} n(Sy) for all 0 < k < n)
= 2"E(lys,er, 3 P(Sn(k) € Irn(Sy) for all 0 < k <nlS,))
> 2"CP(S, €1,) > ci. (2.11)

Next, we bound the second moment ENQQ,TL. By considering the location of any pair
v1,v9 € D, of particles at time n and at their common ancestor v; A vo, we have

2 _
EN2,n =F E , l{Svieln, S(u;yi €L3n (S (y;)3) for all o<j<n,i=1,2}

v1,v2€D,

n
Z Z El{sviezn, S(u,yi €L5n (8 ,,5) Tor all 0<j<n,i=1,2}
k=0 v1,v2€D,,
v1Ava €Dy

S Y P(Su €1, Sy € Ljn(Suy)s) for all 0 < j < n)

k=0 v1,v2€D,,
v1Ava €Dy

'P(Svg - Svl/\'ug S [l‘ - Sk,n(m) - fk,nax - Sk,n(x) + fk,n]»x S In)a

IN

where we use the independence between S,, — Sy, av, and S(,,); in the last inequality. The
last expression (double sum) in the above display equals

n

> 2R P(S, € Ly Su(j) € Lin(Sn) for all 0 < j < m)
k=0
P(Sn - Sn(kf) S ["E — Sk,n(m) - fk:,n»x - Sk,’ﬂ(m) + fk’n]’x € In)

< ENy, Z 2" FP(S, — Sn(k) € [x — sk () = frms® — Sk () + frn),® € ).
k=0

The above probabilities can be estimated separately when & < n/2 and n/2 < k < n. For
k< n/2, Sy — Sn(k) ~ N(0, 2(0? + 03) — ko?). Thus,

P(Sn - Sn(k) € [I - Sk,n(x) - fk,nax - Sk,n(x) + fk,an S In)

202k 2
. exp | — <(1 _ m)a" - fk,n)
Vr((of + o3)n — 2ko?) (07 5 02)n —2ko?

IN

ka,n

207
—n+—dsk+to(k
o Mg Frolk).
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Branching Random Walks in Time Inhomogeneous Environments 9

For n/2 <k <n, S, — Sn(k) ~ N(0,(n — k)o3). Thus,
P(S, — Sn(k) € [x — spn(®) = fon: ® — Spn(z) + fon),z € 1)

0'2 n— 2
(FFpan ~ fun)

< 2fpn————=sexp| —
27(n — k)o3 2(n — k)o?
— 293 (n—k)+o(n—Fk)
< 2 9tte3 .
Therefore,
B dirot) | o~ DD n—k)+oln—t)
EN3, < ENgy | Y 277773 + Yy 20 < BNy, (2.12)
k=0 k=n/2+1
o o A TEktok) . .
where c5 =27 27172 . By the Cauchy-Schwarz inequality,
ENs,)?
P(M]} > a,) > P(Ny, >0) > % > cyq/es > 0. (2.13)
2,n

The upper bound (2.10) and lower bound (2.13) imply that there exists a large enough
constant yo such that

P(M] € [an, an +y0]) > —~ > 0.
205

Lemma 1.3 tells us that the sequence { M, —Med(M,!)},, is tight, so M| = a,, + Op(1) as..
That completes the proof. O

3 Decreasing Variances: o7 > 03

We will again separate the proof of Theorem 1.2 into two parts, the lower bound and
the upper bound. Fortunately, we can apply (1.2) directly to get a lower bound so that we
can avoid repeating the second moment argument. However, we do need to reproduce (the
first moment argument) part of the proof of (1.2) in order to get an upper bound.

3.1 An Estimate for Brownian Bridge

We need the following analog of Bramson [6, Proposition 1’]. The original proof in
Bramson’s used the Gaussian density and reflection principle of continuous time Brownian
motion, which also hold for the discrete time version. The proof extends without much effort
to yield the following estimate for the Brownian bridge By — %Bn, where B, is a random
walk with standard normal increments.

Lemma 3.1. Let

0 if s =0,n,
L(k)= < 100logk ifk=1,...,n/2,
100log(n — k) ifk=n/2,...,n—1.

Then, there exists a constant C' such that, for all y > 0,

C(1 +y)2.

k
P(B,— =B, < L(k) +y for 0 < k <n) < ——

The coefficient 100 before log is chosen large enough to be suitable for later use, and is
not crucial in Lemma 3.1.
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10 Branching Random Walks in Time Inhomogeneous Environments

3.2 Proof of Theorem 1.2

Before proving the theorem, we discuss the equivalent optimization problems (2.7) and
(2.8) under our current setting o2 > o3. It can be solved by employing the optimal curve

1
v/2log 207 s, 0§s§§,

#(s) = ) R (3.1)
\/210g201§+ 21og202(s—§), 3 <s<1.

If we plot the curve ¢(s) and the suboptimal curve leading to (1.6) as in Figure 2,
these two curves coincide with each other up to order n. Figure 2 seems to indicate that
the maximum at time n for the branching random walk starting from time 0 comes from
the maximum at time n/2. As will be shown rigorously, if a particle at time n/2 is left
significantly behind the maximum, its descendants will not be able to catch up by time
n. The difference between Figure 1 and Figure 2 explains the difference in the logarithmic
correction between M, and M.

X Space

nr LT
Y

Time

Figure 2: 07 > 03. Dashed: the optimal path leading to the maximum at time n which

coincides with the greedy algorithm. Solid: the path to the maximal (rightmost) descendant
of particles at time n/2 that are significantly (of order logn) behind the maximum then, as
marked by arrows.

Proof of Theorem 1.2. Lower bound. For each i = 1,2, the formula (1.2) implies that there
exist y; (possibly negative) such that, for branching random walk at time n/2 with variance

2
oz,

v2log20; 30; n 1
P M, > (Y2820, 2% (f) ) > =
< n/2 ( 2 " o3l B\2) Y ) 75

By considering a branching random walk starting from a particle at time n/2, whose location

is greater than /2log201n/2 — 2\/?;’1(1)? log(n/2) + y1, and applying the above inequality
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Branching Random Walks in Time Inhomogeneous Environments 11

with ¢ = 1 and 2, we get that

P> V2log2(ay + 02) n73(01+02)10g
2 2v/2log2

Upper bound. We will use a first moment argument to prove that there exists a constant
y (large enough) such that

V21og2(o1 + 02) 3(o1 + 02) n 1
P M}t -1 = —. 3.3
( ">< 2 KN r) og(3) +v <10 (3:3)

Similarly to the last argument in the proof of Theorem 1.1, the upper bound (3.3) and the
lower bound (3.2), together with the tightness result from Lemma 1.3, prove Theorem 1.2.
So it remains to show (3.3).

Toward this end, we define a polygonal line (piecewise linear curve) leading to /2 1og 2(o1+
oo)n/2 — 2oiton) 1ne (%) as follows: for 1 <k <n/2,

2v/2log?2
B i v2log 20, 301 1 (ﬁ) ]
- n/2 g I

(5) +m +y2> > i (3.2)

M(k)

2 ' 2 log2
and for n/2 +1 <k <mn,

M(k) = M(nf2) + 2 (VEER 8 (1))

Note that %logn <logk for k < n. Also define

E

Y

5
y+3 /75201-;g2 log k
o1

f(k) = y+2mlog(%—k)

50 n
Y+ 2\/21(2)? IOg(k - 5)
Y+ 55— %‘;"lng log(n — k)

S
~
[
—

gw\: als =

A + A I
— ??‘\.O

TN A Al

IN o

3 |3

: IN

— alg

|

We will use f(k) to denote the allowed offset (deviation) from M (k) in the following argu-
ment.
The probability on the left side of (3.3) is equal to

P(3v € D, such that S, > M(n) +y).

For each v € D,,, we define 7, = inf{k : S,» > M (k) + f(k)}; then (3.3) is implied by

> P(3v € D, such that S, > M(n) +y,7, = k) < 1/10. (3.4)
k=1
We will split the sum into four regimes: [1,n/4], [n/4,n/2], [n/2,3n/4] and [3n/4,n], corre-
sponding to the four parts of the definition of f(k). The sum over each regime, corresponding
to the events in the four pictures in Figure 3, can be made small. The first two are the dis-
crete analog of the upper bound argument in Bramson [6]. We will present a complete proof
for the first two cases, since the argument is not too long and the argument (not only the
result) is used in the latter two cases.
(i). When 1 < k < n/4, we have, by Chebyshev’s inequality,

P(3v € D, such that S, > M(n) +y,7, = k)

< P(HU € Dg, such that S, > M(kﬁ) + f(k)) <F ( Z 1{S,U>M(lc)+f(k)}> .
veDy
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12 Branching Random Walks in Time Inhomogeneous Environments

(a) 1 ton/4 \ (b) n/4 to n/2

(c) n/2 to 3n/4 | (d) 3n/4 ton

Figure 3: Four small probability events. Dashed line: M (k). Solid line: M (k) + f(k).
Polygonal line: a random walk.

The above expectation is less than or equal to

2
C2k - <M<k)2¥'(k>)2 B Ok | (\/2 log 201k + \/2"17;7& logk + y)
VE = kT 2%ko]
< Ok, (3.5)

Summing these upper bounds over k € [1,n/4], we obtain that

n/4

VIToET | o
3" P(3v € D,, such that S, > M(n) +y.7, = k) < Ce™ " or ¥ 3 k732, (3.6)
k=1 k=1

The right side of the above inequality can be made as small as we wish, say at most ﬁ, by
choosing y large enough.
(ii). When n/4 < k < n/2, we again have, by Chebyshev’s inequality,
P(3v € D, such that S, > M(n) +y,7, = k)
< P(3Jv € Dy, such that S, > M (k) + f(k), and S,s < M (i) + f(i) for 1 <@ <k)

< B ( Z 1{51,>M(k)+f(k), and s, <M(i)+f() for 1§i<k}> :
veDy,

Letting Sy be a copy of the random walks before time n/2, then the above expectation is
equal to
28 P(S), > M (k) + f(k), and S; < M (i) + f(i) for 1 <i < k)

PS> M(k) + f(k), and —(S; — L5, < Jil(f(i) ~ L k) for 1< < k).

g1 E k
(3.7)

IN

i( P — 1Sk) is a discrete Brownian bridge and is independent of Si. Because of this
o1 k

independence, the above quantity is less than or equal to
1

K P(Se > M(k) + f(k)) - P(Gil(si _ %Sk) < () - %f(k)) for 1< i< k).
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The first probability can be estimated similarly to (3.5),

P(Sk > M(k) + f(k))

2
301 501 n
< Qex _(malk—2m10gk+2mlog(§—k)+y>
- Vk P 2k0%

To estimate the second probability, we first estimate U%( f(i) = £f(k)). It is less than or
equal to - f(i) = £ 2\/25’1()? logi for i < k/2 < n/4, and, for k/2 < i < k, it is less than
or equal to

) . 1 b) Y 1
— 0 log(n/2—i)— ~—2 _logn/2— k) + L1 - L
svTogs 82 i) = po s loe(n/2 = k) + (1= 5)

= 2\/% <log(n/2 - ’L) — 10g(’l’b/2 — k‘) + k I; : log(n/z _ k)) + 0%(1 _ %)

i logk‘) + L <100log(k — i) + L.
k 01

g1

T (log( 0+

Therefore, applying Lemma 3.1, we have

P (5= 150 < o) = /W) for 1< < k)

g1 k g1 k

i

-5 <
kSk) <

< ( (S; —fSk)<10010gz+—f0r1<z<k/2 and — (S -
01
100log(k — i) + - for k/2 <i < k;) < C(1+y)?*/k, (3.9)
01
where C' is independent of n, k and y.

By all the above estimates (3.7), (3.8) and (3.9),

n/2 21052 5 2
> P(3v € D, such that S, > M(n)+y,7, = k) < C(1+y)’e Zk /2. (3.10)
k=n/4

This can again be made as small as we wish, say at most
(iii). When n/2 < k < 3n/4, we have

100, by choosing y large enough.

P(3v € D,, such that S, > M(n) +y,7, = k)
< P(3v € Dy, such that S, > M(k) + f(k) and S,i < M (i) + f(i) for 1 <i <n/2)

< B ( Z 1{S,,>M(k)+f(k), and s, ; <M(i)+f@) for 1<i<n/2}> .
veEDy

The above expectation is, by conditioning on {S,n/2 = M(n) + x},
y
2 [ PUSi o > M)~ M(n/2) + £(1) )
P(S; — —=S, /2 < f(i) — éx for 1 <i<n/2)-

n/2""
DS, . (M(n/2) + z)dz, (3.11)

where S and S’ are two copies of the random walks before and after time n/2, respectively,
2
and pg,, ,(x) is the density of S, 3 ~ N (0, Z%%).
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14 Branching Random Walks in Time Inhomogeneous Environments

We then estimate the three factors of the integrand separately. The first one, which is
similar to (3.5), is bounded above by

C (M(K) =M (n/2)+f(k)—)2
P(S}, o > M(K) = M(n/2) + f(k) —2) < ————¢ 200273
k—mn/2
@(v )

< oo/ g)—3/2€
The second one, which is similar to (3.9), is estimated using Lemma 3.1,

P(Si — —— 8,5 < f(i) — %x for 1 <i<n/2) <C(1+2y—2)?/n. (3.12)

n/2

The third one is simply the normal density

_ (M(n/2)+z)? JIToES
P, (M(n/2) +2) = —=e i <C27"Ppe” e (3.13)

NG
Therefore, the integral term (3.11) is no more than
(VZIoE2 _ VITog3

\/W
Clk — n/2)~3e % / (14 2y — 2)2e BT g,

J/ZTog2
which is less than or equal to C(1 + y)%e” T Y(k —n/2)~%/? since o9 < 07.
Summing these upper bounds together, we obtain that

3n/4
Z P(3v € D, such that S, > M(n )+y7Tv—k)<C(1+y vZToe2 yzk 3/2 (3.14)
k=n/2

This can again be made as small as we wish, say at most by choosing y large enough.

(iv). When 3n/4 < k < n, we have

100’

P(3v € D, such that S, > M(n) +y,7, = k)
< P(3v € Dg such that S, > M (k) + f(k), and S,: < M (%) + f(i) for 1 <1i < k)

IN

E ( D Usysar(+ £, and s, <G+, for 19‘<k}> :
veDy

The above expectation is, by conditioning on {Syn/2 = M(n) + z},

2 [ P(Si_yo > MO = M/ + 1 (8) -
S < M(i) — M(n/2) + f(i) — x, for n/2 <i < k)

i ) { .
n—/25n/2 < f@i)— 7v for 1 <i<n/2) ps,,(M(n/2)+z)dr
where S and S’ are copies of the random walks before and after time n/2, respectively.

The second and third probabilities in the integral are already estimated in (3.12) and
(3.13). It remains to bound the first probability. Similar to (3.7), it is bounded above by

P (St > M(k) = M(n/2) + f(k) — 2,5} < M(3) = M(n/2) + f(i) -

V2Tog2
for n/2 <1 < k) < C(l +2y_$)2€ L@y w)(n_ k)_5/2.

Electron. J. Probab. 0 (2012), no. 0, 1-17. ejp-ejpecp.org


http://dx.doi.org/10.1214/EJP.vVOL-PID
http://ejp.ejpecp.org
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With these estimates, we obtain in this case, in the same way as in (iii), that

S" P(Fv e D, such that §, > M(n) +y,7, = k) < C(1+y)%e” 03 k972,
k=3n/4 k=1
(3.15)
This can again be made as small as we wish, say at most ﬁ, by choosing y large enough.
Summing (3.6), (3.10), (3.14) and (3.15), then (3.4) and thus (3.3) follow. This concludes
the proof of Theorem 1.2. O

4 Further Remarks

We state several immediate generalization and open questions related to binary branching
random walks in time inhomogeneous environments where the diffusivity of the particles
takes more than two distinct values as a function of time and changes macroscopically.

Extensions to monotone profiles involving a finite number of variances can be obtained
similarly to the results on two variances in the previous sections. Specifically, let & > 2

(constant) be the number of inhomogeneities, let 0 = sp < 81 < -+ < $x—1 < 8 = 1 be
given, and set t; = s; — s;_1 for i = 1,..., k. With {0? > 0:i = 1,...,k}, we consider
binary branching random walk up to time n, where, for ¢ = 1, ..., k, the increments during

the time interval [s;_1n, s;n) are N(0,0?). That is, during the ith interval, whose duration
is ¢;n, the variances of the increments are o2?. The analogue of Theorems 1.1 and 1.2 is the
following.

Theorem 4.1. a. In the strictly increasing setup 0% < 03 < --- < o2,

k k 2

1\ iz tio;
2(log 2 tioin — =X —— ] Op(1).
(log )Zizl O gz en T Or(y)

b. In the strictly decreasing setup o3 > g5 > -+ > 0']%,

k

k
3 o;
M, = /210g2(> tioi)n — (> —=———)logn + Op(1).
pt 2 p v2log?2

The proof in the strictly increasing setup is similar to the case k = 2 described in Section
2, and M,, behaves asymptotically like the maximum of independent random walks with
effective variance Zle tio?. In the strictly decreasing setup, the proof follows the argument
detailed in Section 3, and M,, behaves asymptotically like the outcome of a greedy algorithm.
We omit further details.

Results on other inhomogeneous environments are open and are subjects of further study.
We only discuss some of the non rigorous intuition in the rest of this section.

In the general case of finitely many variances, when {o? : i = 1,...,k} are not monotone
in i, the variational problem consisting of maximizing ¢(1) subject to the constraint (2.6)
will give the leading order (velocity) term in M,,. However, the solution to this variational
problem may have several intervals along which the constraint is satisfied with equality, and
the number of such intervals is expected to influence the second order correction term. An
analysis of this general case is not covered by our arguments.

One may also consider situations where the variance profile changes continuously, in a
macroscopic way. A general description of the correction term is a challenge. After the
current paper was completed, the current authors studied the particular case of a strictly
monotone decreasing variance, and described a rather surprising n'/? correction term, see
[14]. The general setting remains open and intriguing,.
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16 Branching Random Walks in Time Inhomogeneous Environments

Appendix: Sketch of the Proof of Lemma 1.3

Proof of Lemma 1.8 (sketch). We describe how to fit our model into the framework of [8] and

[13], by deriving appropriate recursions for the distribution of the maximum of a branching

random walk that, at time n, will coincide with the distribution of M,,. Once this is done,

the tightness result in Lemma 1.3 follows directly from the argument in those two papers.
We begin by writing the variance profile for each n € IN as

o?, when i < n/2,
oS .=
’ o3, when n/2 <i < n.

With this profile, we consider a sequence of branching random walks in a leaves-to-root
perspective. That is, for each n € IN and each 0 < i < n, we consider a branching random
walk up to time 7, with increments at the jth level (0 < j < i) distributed as N(0,07 ,, ;).
Denote such a branching random walk by BRWE-") and its maximum at level ¢ by Ml-(n) with
a distribution function FZ-("). Note that BRW(" is equivalent to the model we introduced
in the beginning of the paper (and to which Lemma 1.3 refers) and that M,(In) = M,.

For each fixed n, we have the recursions in 4

2
F(@) = (61« F@) , i=0.1,..,n -1,

where ng) is the distribution function of N(0,02_;). The initial conditions are Fé") (x) =
lyso. Let H™(z) = G « F™ (2) and A™ (2) = 1 — H™ (x). Then the recursions for
fli(") are

AT = &™)« (Q(H}"))), i=0,1,...,n—1, (4.1)

where Q(z) = 2z — 22, and Efon) =1- G((J").

The above recursions on Hi(")

script (n). The argument from [8] will apply here, since ng) is either N(0,0%) or N(0,03)
and thus satisfies the uniform (in both n and ) tail assumptions in [8].
The tightness of {M,, — Med(M,,)}, is derived as an immediate consequence of the

tightness of {FL(JL) — Med(ﬁfy(ln))}n. The latter tightness is a consequence of the estimate

are exactly the recursions [8, (2.3)], except for the super-

sup L(H(M) < oo (4.2)

with the Lyapunov function L(-) defined in [8, (2.12)], due to [8, Proposition 2.9]. Thus,
one only has to prove (4.2). This follows from the recursions (4.1) in ¢ and the fact that

Ly := L(HS")) is finite and independent of n (since H(()") is one minus the distribution of
N(0,03)), as in the proof of [8, Theorem 2.7]. Indeed, if sup,, L(ﬁy(Ln)) = 00, then we can find
one large constant C' > Ly and L(}_I,(LZO)) > C for some ng. The uniform tail conditions of
GZ(-”) and [8, Theorem 3.1] then imply that Ly = L(}_I(()no)) > (', which is a contradiction. [0
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